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Abstract of the Dissertation
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2018

Quantum mechanical behaviors can be exploited to enhance the current
processing and communication capabilities. To do so, several quantum nodes
need to coherently work together and manipulate the quantum bits (qubits)
in a deterministic manner. A scalable network requires nodes that are capa-
ble of generating, storing, gating, transmitting and measuring the targeted
qubits. Not only each node is required to do its task with high fidelity, but the
quantum interconnectivity between these nodes also has to be designed very
efficiently. An exciting direction for releasing large-scale quantum networks
is the use of atoms interfaced with light in the form of collective excitations
known as dark state polaritons (DSPs).
A major application of DSPs is to store and retrieve single photons with ar-
bitrary polarization states coherently. By applying various experimental tech-
niques, we achieve storage fidelities that surpass any classical strategies in a
warm 87Rb atomic vapor. The latest generation of these quantum memo-
ries is integrated into quantum-secured networks to extend their transmission
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length. It is also possible to create superposition of several DSPs to mimic
and investigate relativistic quantum systems. By addressing specific atomic
transitions using multiple light fields, we create interaction between the DSPs,
following dynamics outlined by Dirac-like Hamiltonians. We use this platform
to experimentally simulate relativistic particles with variable mass and the
Jackiw-Rebbi model. Similar experiments are also done to induce phase-phase
modulation for single photon level pulses using DSPs in closed loops. These
devices have all the necessary criteria for building blocks of the first scalable
quantum processing network.
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Chapter 1

Universal Quantum Networks

Quantum mechanics is the realm of bizarre properties. As important as it

is to understand these behaviors which form the reality of our universe, it

is essential to explore the extent to which we can exploit these properties to

our technological advantage. Quantum information science and technology is

one of the most attractive research topics of this decade with the promise of

leveraging quantum properties of fundamental particles in order to enhance

our capability to process and transfer information. Such devices not only can

be used to improve our daily life by creating un-hackable communication net-

works or exponentially faster computers, but also to answer questions about

the fundamentals of this universe and the quantum mechanics itself through

quantum simulation and computation.

More than three decades of research in the field have resulted in recognizing

several suitable quantum platforms based on photons, atoms, ions, Josephson

junctions and possibly the Majorana particles. There are merits in using each
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of these bases as quantum bits (qubits) but in this dissertation we will primar-

ily focus on a quantum information processing platform based on light-matter

interfaces. As it stands today, there are a variety of physical systems which

have successfully proven to operate as true quantum light-matter interfaces

for quantum information, a few among them being, ultra-cold atoms, cavity

QED single-atom systems and cryogenically cooled crystals [1].

In this chapter we will discuss the key criteria for creating a network of such

quantum interfaces and the advantages of using room temperature devices.

The following chapters will then explore in depth how our proposed platform

satisfies all these criteria as a strong candidate for a scalable quantum pro-

cessing network.

1.1 Room-Temperature Quantum Devices

The possible technological and societal implications of merging quantum me-

chanics with information science have been the driving motivation behind

many scientific advancements involving the coherent control of individual quan-

tum systems [2, 47, 4, 49]. Novel ideas have been proposed for combining

and engineering individual systems that could suffice as the nodes of a future

quantum information processing architecture, or rather a quantum processor.

These ideas emanate from the fact that a functional and dependable quantum

information processor would be at the core of any system capable of quan-

tum computing [6, 121] and communication [8]. With recent experimental

progresses in regard to the advancement of quantum devices, we are now at a
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point where we must interconnect many quantum devices to bring about the

first generation of scalable but practical quantum networks. However, despite

much success and seminal findings [123], interconnections between room tem-

perature based systems have not been attempted to date. In any optical-based,

elementary quantum processor, individual nodes must be equipped with the

functionality to perform several key tasks in order to meet the criteria neces-

sary for quantum information processing. Namely, some nodes need to be able

to receive, store and retrieve photonic qubits (quantum memories), while other

nodes must be geared toward the manipulation of qubits (quantum gates). At

the present time, room temperature systems often receive a negative connota-

tion in this regard, since they can be plagued by noise and behave poorly in

the maintaining of quantum coherence, and are therefore labeled as unsuitable

for the aforementioned tasks. However, recent studies have demonstrated that

with innovative and novel techniques, room temperature quantum operation

is now a serious possibility [10, 11, ?, 55, 13, 14]. An advancement in room

temperature technologies to the level of practical quantum devices would have

an enormous impact on the field. Most notably because warm vapors alleviate

any need for laser trapping and cooling in vacuum or cryogenic temperatures

and lend themselves towards relatively inexpensive and engineer friendly de-

signs.

.
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Figure 1.1: A conceptual demonstration of a scalable quantum processing
network.

1.1.1 Quantum Memories

Optical room-temperature systems have shown much promise towards ad-

vanced optical technologies with progressions such as the miniaturization of

vapor cells [15] and their integration into photonic structures for applications

like light slow down [16], four-wave mixing [17], cross-phase modulation [18]

and storage [14]. Using storage of light as an example, atomic vapors can

operate with high efficiency (87%) [19], large spectral bandwidth (1.5 GHz)

[20] and storage times on the order of milliseconds [123]. Vapor systems have

also proven their ability to preserve non-classical properties in the storage and

retrieval of quantum light states [21, 22, 124, 125]. In regard to polariza-
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tion qubits, states were shown to be stored with high fidelity in experiments

involving bright light pulses [25, 26]. However, complete quantum memory

operation, i.e. storage of polarization qubits at the single photon level, was

thought not possible due to the large control-field-related background photons

constraining the signal-to-background-ratio (SBR) during retrieval, and only

very recently have results demonstrated otherwise [27].

Currently, three main species of room-temperature memories exist to over-

come this SBR obstacle. First is electromagnetically induced transparency

with µs long pulses [?]. The second is the use of an off-resonant Raman con-

figuration and fast ns long pulses (faster than the decoherence rates of the

system) [20]. A third approach is the use of photon echo schemes combin-

ing off-resonant Raman absorption lines with magnetic field gradients (GEM

memory) [19]. So far, the only room temperature system in which polarization

qubits have been preserved at the single photon level is the EIT approach.

1.2 Quantum Systems

Although every quantum information device is, by definition, capable of cre-

ating, manipulating or measuring qubits, the unique advantages of quantum

mechanics come into play when several of these devices work together as a

system to achieve a unified goal such as quantum teleportation or process-

ing. Before we talk about the minimum prerequisites needed to develop such

a synchronized quantum system, we will go over a very important example

of such a system with the potential of revolutionizing the telecommunication
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field: Quantum Repeaters.

1.2.1 Quantum Repeaters

Creating a large scale quantum processing network relies on the ability to prop-

agate the polarization qubits over extended distances. Due to the lossy nature

of optical fibers, it is hardly possible to preserve the quantum coherence of

the states beyond a distance of 100km. Quantum repeaters provide a pathway

to overcome the non-cloning theorem restrictions (Which forbids the act of

coping a quantum superposition state in order to multiple it similar to regular

transmission amplifiers) [28, 29] and amplify the quantum states through en-

tanglement swapping. Upon on-demand access to two pairs of entangled pho-

tons, entanglement swapping allows the entanglement of two photons of each

different pair by doing a simultaneous quantum measurement on the remain-

ing two photons. This measurement which results in a second-order quantum

interference between the photons by erasing their path information is known

as the Bell State Measurement. A simple quantum repeater node in theory can

only consist of two separated entanglement sources and a Bell state measuring

station. As the scale of the quantum network increases, more and more of

these quantum repeater nodes are needed to compensate for the optical fiber

losses. But since the entanglement sources are intrinsically non-deterministic

and the Bell state measuring station requires the photons of different entan-

glement sources to arrive simultaneously, quantum repeaters need the help of

quantum memories to store each entanglement pair and provide enough buffer

6



time for the other pairs to be generated. It is of practical importance for these

quantum memories to be designed ”all-environmental-friendly” and cost effi-

cient, hence operating at room temperature.

Novel ideas have been proposed to combine individual quantum systems to

serve as building blocks of a quantum communication network [4, 142, 31,

49, 157] which would eventually help the development process of quantum

repeaters . Despite numerous proposals regarding quantum repeater architec-

tures [33, 34] an experiment connecting several quantum devices in a quantum

repeater configuration remains an extraordinary challenge [35, 36, 37, 38, 152].

Most of the experimental progress has been targeted at the realization of the

DLCZ proposal [160], which is based upon a low-repetition rate probabilistic

scheme to generate entanglement. Recent studies have demonstrated that fast

room-temperature quantum memories can be used as an alternative strategy

to circumvent this restriction [181, 182, 183, 27]. Further advancement along

this line will have an enormous impact on the field towards building a quantum

repeater, as warm vapor alleviates the need for laser trapping and cooling in

vacuum or cooling to cryogenic temperatures. This will lead to inexpensive

and commercialization-friendly designs that substantially enhance the practi-

cality and reduce the cost of many-device quantum networks.

It is critical to understand the interconnections between the components

of a quantum repeater prototype. In order to predict the entanglement gener-

ation rates vs. communication distance in a realistic device, all imperfections

must be considered. We can model the behavior of a simple four-memory quan-
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tum repeater network using the following relevant performance parameters of

the constituent devices: rate of entanglement pair generation at the source

(Ro), storage efficiency, fidelity and storage time in the quantum memory

(ηst, F, τst), frequency conversion efficiency (ηconv), detector efficiency (ηdet),

fiber loss (αfiber) and Bell-state-measurement visibility (α). In our calculation

we assume heralded quantum memories (an option to know when a photon

is within the memory deterministically) and probabilistic entanglement swap-

ping. Within this framework the useful entanglement-generation rate can be

calculated as:

RRepeater(L) = Ro(η
4
conv)(η2

st)(10αfiber·L/2)(N log2(α·(F ·ηdet)
2/4)) (1.1)

where N is the number of entangled sources. In order to find the trade-off in

the performance parameters of the components, we have targeted the quantum

repeater operation to surpass the direct fiber losses Rfiber = Ro(10αfiber·L). Fig.

1.2 shows the parameters that must be achieved in order to develope the first

fully room temperature quantum repeater ( the parameters of the figure will

be discussed later).
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1.3 Three Criteria for a Scalable Quantum Sys-

tem

So far we have discussed the importance of quantum technologies and went

over the famous quantum repeater example as a system of many quantum

modules working together to achieve a specific goal. In this last section of the

introduction, we present three main criteria to meet while designing and im-

plementing a scalable quantum network whether for the means of processing,

communication or both.

First and foremost, a quantum processing network requires several quantum

nodes, capable of coherently manipulating the quantum information with fi-

delity near unity. A few examples are quantum memories, quantum simulators,

linear and non-linear quantum gates, quantum measuring and sensing, and

quantum sources. This is a trivial condition as such a system needs to prepare,

modify and read out qubits. Although, as we mentioned above, researchers

have developed many of these individual high efficient quantum modules, the

second criteria, high fidelity quantum connectivity, prevents us from scaling up

the networks. In simpler words, not only do we need highly efficient devices,

but we also need optimal connections between these nodes. To achieve this

goal, the output of each of these nodes need to be indistinguishable from the

optimal input of other quantum nodes. The easiest way to make this quantum

impedance matching happen is by using the same platform in all the quantum

modules. Finally, for this network to turn into a system, a collection of quan-

tum devices serving towards a specific purpose, the quantum network must
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be compatible with the current digital and optoelectrical infrastructure. For

instance, secure quantum communication and quantum teleportation are not

possible without a classical link for the parties involved to verify the obtained

measurements.

Having these three criteria in mind, we bring this chapter to a conclusion by

outlining the content of all the chapters that follow:

In Chapter 2 we will start with developing and optimizing our very first quan-

tum node at room-temperature: an EIT-based quantum memory capable of

storing arbitrary polarization qubits at single photon level. We will carefully

walk through every step of building and optimizing such a device and prove

that true quantum operation is possible at such high temperatures. We end

the chapter by introducing a novel approach to bring down the retrieval fidelity

to near unity as required for a scalable network.

After showing how we can leverage such a room-temperature platform to do

true quantum operations, in Chapter 3, we move forward with designing a more

sophisticated quantum node, an analog quantum simulator. We will dedicate

the majority of this chapter to carefully explain the design of the simulator

together with an in-depth theoretical analysis of the involved dynamics. We

then provide two experimental examples of how we use light to simulate a 1+1

Dirac particle with variable mass together with a Dirac particle coupled to

a spatially dependent mass term. We conclude this chapter by showing how

such a platform can be used to do quantum simulation of complex dynamical

systems.

After providing sufficient evidence on how room-temperature light-matter in-

11



terfaces can be used to develop various quantum modules, in Chapter 4, we

focus on the second criterion for designing scalable quantum networks: achiev-

ing high quantum connection fidelity. We will experimentally implement two

networks with each consisting of two quantum memories. In the first network,

the memories are in series and we use the control parameters of the first mem-

ory to optimize its output to be used as the input of the second node. In the

second network, we will have two fully independent dual-rail quantum memo-

ries in parallel, and we demonstrate the indistinguishably of their outputs by

performing a Hong-Ou-Mandel measurement on the stored photons. This is

the key connectivity needed to design a memory-assisted quantum repeater.

After these three chapters, we will be equipped with what we need to de-

sign the very first hybrid quantum system at room-temperature in Chapter 5.

The system is specifically designed to realize an ultra-high secure communi-

cation link between two parties, assisted with a quantum memory module. In

this system, we take a look at the third criterion to make sure our quantum

memories interact optimally with digital/optoelectrical networks such as an

FPGA-based random polarization qubit generator. We will end this chapter

by showing how such a network can be scaled up to perform protocols in which

quantum memories can help in extending the operating distance beyond the

optical fiber limits.

Finally, in the last chapter, we will revisit all the work done at QIT lab at Stony

Brook University. We will briefly touch upon parallel yet distinct projects that

aim at developing other room temperature quantum nodes such as narrow-

band single photon sources, quantum frequency converters, and single-photon
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level phase-phase modulators. We will finish this dissertation by emphasiz-

ing on how all the work is geared toward enabling the creation of a real-life

scalable quantum processing system, fully operating at room-temperature and

all-environment friendly to be used outside laboratory spaces.
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Chapter 2

Storage of Quantum

Information Through Optimized

Light-Matter Interfaces

The focus of this chapter is on designing and optimizing one of the most im-

portant nodes in a scalable quantum network; a room-temperature atomic

system, capable of mapping photonic states on its collective spin excitation

and successfully retrieving it back on the photons at any desired time. Such

a device is commonly known as a quantum memory. Although this is a broad

definition, there are some criteria to consider for a memory that fits well within

our desired networks. Firstly, not only should the quantum memory be able

to store and retrieve light at a single photon level, but there should also exist

a mechanism that preserves the quantum information encoded on the photons

in the form of polarization. This will allow the memory to be used for both
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computation and to be integrated in secure quantum communication protocols

such as BB84 and measurement device independent quantum key distribution

(MDI-QKD).

Secondly, the quantum memory has to demonstrate its potential towards scal-

ability: the possibility to achieve high storage fidelity, storing multiple photons

within one unit, efficient cascadability between several memories and an all-

environment-friendly operation. Each of these equirements are essential in

order to have a network of many memories. Finally, the quantum memories

must be compatible with other nodes of a network such as quantum simula-

tors, true random number generators, entanglement sources and photon gates.

A very promising technique to satisfy all the above conditions is to use electro-

magnetically induced transparency (EIT) to create the so-called Dark-State

Polaritons (DSPs)[44]. In this chapter, we will go over the basics of designing

an EIT-based quantum memory at room-temperature. We will follow the ar-

gument by optimizing the memory to work with high fidelities and long storage

time. This will create a path to show in the upcoming chapters how to use

the same DSPs for quantum simulation by adding several control field lasers

to these atom-light interfaces. In the last chapter we will demonstrate the

feasibility of introducing these memories in quantum secured networks.
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2.1 Quantum Manipulation of light at Room

Temperature

Measuring quantum mechanical effects at room temperature is counter in-

tuitive due to the inherent decoherence mechanisms associated with single

particles in motion. Nevertheless, robust and operational room temperature

quantum devices are the fundamental cornerstone towards building quantum

technology architectures consisting of several nodes [45, 46]. Given the recent

success in the creation of elementary platforms in which single photons interact

with atoms in controlled low temperature environments [47, 122, 49, 50], the

next technological frontier is the design of interfaces in which quantum me-

chanical processes can be performed at room temperature [51, 52, 53, 54]. De-

spite this inherent drawback, many steps have been taken to assure that flying

quantum or single-photon level fields are preserved after storage and retrieval

in room temperature atomic ensembles in different physical implementations

[55, 13, 14, 27]. Despite considerable efforts however, the storage of qubits at

room temperature with high enough fidelity to overcome any possible classical

strategy has remained a considerable challenge because the extremely weak

retrieved light is accompanied by a considerable amount of background light.

This problem stems from two main considerations imposed by the thermal mo-

tion of the atoms. First, the restriction of mandatory collinear probe/control

geometry and second, the creation of background photons at the probe fre-

quency due to the atomic response to the control fields applied[56, 57, 58, 59].

The former restriction caused by the Doppler broadening of the atoms and
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Figure 2.1: (a)Dual-rail quantum memory setup. Probe: red beam paths;
control: yellow beam paths; BD: Polarization Beam Displacer; GLP: Glan
Laser Polariser; SPCM: Single Photon Counter Module. The color-code bar
depicts the strength of the collective atomic excitation. (b) Rubidium D1
line four-level scheme describing the transitions used in the description of the
efficiency and background response. |1〉 and |2〉 (ground states), |3〉 (excited
state), |4〉 (off-resonant virtual state) and ∆ (one-photon laser detuning).

the fact that depending on the direction in which an atom moves, it sees a

different frequency of the probe and control fields. In order to remain within

the EIT bandwidth (which is typically in the order of MHz), the control field

must be co-linear with the probe. The relevant figure of merit is the signal-

to-background ratio (SBR). With η being the retrieved fraction of a single

excitation stored in the medium and q the number of concurrently emitted

photons in a single try, we define SBR as η/q. A regime in which the average

retrieved fraction of a stored excitation η exceeds considerably the average

number of background photons q being concurrently emitted is mandatory for

room temperature experiments designed to achieve unconditional high qubit

fidelities after storage.
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2.2 Quantum Storage of Light at Single Pho-

ton Level

In this chapter we study how the optical response of cold atomic environments

is transformed by the motion of atoms at room temperature and consequently

characterize the optimal performance of room temperature quantum light mat-

ter interfaces. We demonstrate storage of light with 400 ns long pulses con-

taining on average n̄ = 1 photons in warm 87Rb vapour using EIT and their

retrieval with high SBR. In our setup, one retrieved excitation that has passed

a filter system after the cell is accompanied by a background signal that is

less than one sixth of the usable probe signal. As the ultimate application

of this room temperature ultra-low background retrieval, we also demonstrate

full quantum memory operation for polarization qubits in a dual rail system.

We achieve an average measured fidelity of 87%, defeating any classical strat-

egy exploiting the non-unitary character of the memory efficiency. We also

demonstrate a novel technique to increase the fidelity to values above 95% by

introducing a weak auxiliary field. Our achievement decreases significantly the

technological overhead required to achieve quantum operation and thus paves

the way for the construction of scalable many-memories quantum machines.
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2.3 Experimental setup

Before we move forward with the optimization process and understanding

of the noise dynamics of quantum memories, we will provide a full detailed

blueprint of the quantum memory design and the preparation stages before

the laser fields enter the memory. Figure 2.2 depicts all the elements used to

obtain the experimental results of this chapter. In general, the experimental

procedure can be divided into three distinct sections: I. Preparation of two

independent laser fields to constantly stay in resonance with the desired Rb

transitions at D1 line, II. Qubit preparation and control field pulse generation,

and III. quantum storage of light followed by state-of-the-art filtering system.

2.3.1 Laser Preparation

Our memory is based on a Lambda-type EIT configuration [27], with a probe

field frequency at the 5S1/2F = 1 → 5P1/2F
′ = 1 rubidium transition at a

wavelength of 795 nm (red detuned) and a control field coupling the 5S1/2F = 2

→ 5P1/2F
′ = 1 transition (See Fig 2.1b). At room temperature, EIT has a

bandwidth of about 1MHz ( in general this bandwidth is a function of several

parameters including the control field power) which forces us to stabilize and

lock both the lasers to the lambda transitions very precisely. We achieve this

goal in two steps; using saturation spectroscopy we first lock the probe field

to F=1 to F ′ = 1 transition, after which we phase-lock the control field to

always transmit light at exactly 6.8348 GHz away from the probe laser. Since

the PID lock for the probe locks the laser only on the top (and side) of the
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fringe, to induce large two-photon detunings (larger than 50MHz), we place

an acousto-optic modulator (AOM) setup before the locking beam enters the

saturation spectroscopy setup (See fig 2.2, laser preparation). This way, al-

though the PID locks on the top of the peaks generated using the sat spec,

the frequency of the laser will be shifted from the resonances depending on the

AOM setup. As we will discuss in the future sections, most of the experimental

results in this thesis have been achieved with one-photon detunings ranging

between 200MHz to 400MHz. The locking system in our setup is realized with

a Toptica DigiLock system and is fully automated.

In order to stabilize the control field laser, we use a phase-lock setup. A phase-

lock setup not only generally locks the frequencies of the two lasers to each

other within a Hertz range, it is precise enough to maintain the relative elec-

trical phase of the two fields as well. This is crucial for the case of storage

because the atoms store the electrical phase of the photons on their collective

spin excitation. Achieving the maximum retrieval efficiency depends on how

well we maintain the relative phase of the probe and writing control field at

the moment of storing compared to the phase between the atomic spin excita-

tion and the readout control field at the moment of retrieving. The phase-lock

setup obtains a beat note between the two lasers with a frequency of 6.8GHz

which is too high for most conventional spectrum analyzers to be able to dis-

play. To solve this problem, we mix this beat-note with a signal generated

by a very precise frequency generator and only few MHz different from the

6.8GHz Rb ground state splitting. Currently we have chosen the signal to be

generated at 6.874 GHz which is 40MHz away from the ground state splitting.
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A function generator creates a signal at 40MHz to be used as the reference

by the PID lock and both the final beat-note and the 40MHz reference signal

go to a spectrum analyzer. This way we can simply change the offset of the

control laser scan until its frequency is exactly 6.834MHz away from the probe

and the beat-note overlaps with the reference signal on the spec analyzer.

2.3.2 Input Preparation

After locking both lasers to the atomic transitions, we temporally shape the

fields entering the memory. The master trigger for the experiment is gener-

ated by a Quantum Composer (QC) device (See fig 2.2, Input preparation).

We generally choose a repetition rate of 25kHz (40 µs long cycles) to provide

enough time for optical pumping of the atoms to the F=1 ground state. This

rate can conveniently be increased to 100kHz but to go faster we need to move

from EIT to Raman regimes. A Raman memory can be realized using a lambda

configuration but with largely detunned fields (in GHz range). The underlying

physics of these systems is outside the scope of this thesis. EIT provides long

storage times, but its narrow bandwidth limits the photons temporal shape to

be wider than several hundreds of nanoseconds. Raman memories can store

picosecond pulses for up to a few nanoseconds. After setting the repetition

rate, we use a TTL signal generated by the QC as the master trigger for all

the electrical components in this chapter including the AOM drivers and the

SPCMs.

The shaping of the probe is controlled by a Wave Generator (WG), triggered
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by the quantum composer to generate one 400ns FWHM Gaussian envelope

per trigger. This pulse is then sent to the AOM driver as the Amplitude Mod-

ulation (AM) input. Commercial AOM drivers are typically equipped with

an internal local oscillator to generate the frequency modulation (FM) to the

amplifier. We have estimated a systematical uncertainty of 30kHz for these

oscillators, hence, we bypass them and use a signal generator to generate a

precise 80MHz reference signal (Hertz level precision). This modulation re-

sults in a ± 80MHz one-photon detuning in the experiment, depending on

which diffraction order of the AOM crystal we select to use. Although the

WG controls the amplitude of the Gaussian envelope which in turn controls

the optical pulse intensity, it is not capable of single-photon level pulses. To

do so, we add adequate optical attenuators to bring down the intensity to any

desired level. We can also prepare the polarization state at this station using

optical waveplates. The final qubits are then sent to the quantum memory

through single-mode non-polarization-maintaining optical fibers.

2.3.3 Quantum Memory preparation

In general, quantum storage happens in two steps. First we store the single

photon pulses using a dual-rail EIT configuration and then we filter out the

background noise by means of polarization and frequency filters. Upon re-

ceiving the qubits at the probe input (see fig 2.2, quantum storage), a series

of wave-plates compensate for the unitary polarization rotation of the optical

fibers. After that, the probe passes through a beam displacer (BD) element
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to allow for the storage of the polarization encoded on each pulse. Our BD

is a birefringent crystal that allows the vertical component of a polarization

to pass through straight but it displaces the horizontal part by 4mm (the dis-

placement distance varies depending on the crystal). On a classical level, a

BD splits a laser beam into two parallel beams of H and V polarized light. On

a quantum level, any polarization state is a superposition of |H > and |V >;

BD maps this polarization superposition onto a spatial superposition of left

and right rails while maintaining the relative phase between each rail. A half

wave plate (HWP) rotates the polarization of the |V > rail to |H > in order

for both the rails to pass through the Glan-Laser (GL) before entering the Rb

cell.

Two independent control beams coherently prepare two volumes within a sin-

gle 87Rb vapor cell at 62◦C, containing Kr buffer gas to serve as the storage

medium for each mode of the polarization qubit. This is achieved by passing

the control beam through a separate BD, rotating the polarization of one of

the rails to allow both rails to reflect inside the GL and overlap on top of

the probe rails. To ensure that the control field rails fully cover the probe

rails, a 1:2 telescope is placed at the control input. The vapor cell is placed at

the center of three co-centric mu-metal cylindrical shields to reach a magnetic

field attenuation of less than micro-Gauss order. Its temperature is controlled

using a PID loop. We have selected the 62◦C experimentally by measuring

the SBR vs. T for a range of 55◦C to 65◦C and realized that around 62◦C

the optical density is high enough to result in efficient storage without creat-

ing excessive amount of background noise. To avoid any overheating, we use

24



high-duty Solid-State Relays and a secondary limit-PID to cut the main input

power if the temperature raises above 90◦C. Inside the vapor and under EIT

condition, each mode propagates as a combined collective atomic and electro-

magnetic excitation (dark state polaritons) at a reduced group velocity in its

respective volume. When the control fields are adiabatically switched off, the

excitations turn into a purely atomic one and remain stationary within the

cell. Switching the control fields back on 0.5-1 µs later reverses the storage

procedure recreating the electromagnetic part of the excitation. After storage,

the rails are recombined to recuperate the polarization qubit using another

BD. As it is demonstrated in figure 2.2, the dual rail setup is implemented

symmetrically to avoid any path difference between the |H > and |V > rails.

PID

BDFIHWPBD

PID

+45O

-45 O

+45O

Figure 2.3: Polarization Maintaining Faraday Isolation Setup. We have im-
plemented a design consistent of two Beam Displacers, one Faraday Isolator,
one Half Wave-Plate angled at 45 degrees and two focusing lenses to prevent
the back reflection of the second etalon to enter back inside the first etalon.
Such an implementation is necessary in a polarization quantum memory setup
to eliminate the back reflection beam without altering the polarization qubits.
The combination of the FI and the HWP result in different polarization ro-
tation depending on the direction of the laser beam. Here, the red beam
represents the probe field and the blue is the back reflection.
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Atoms at room temperature experience a Doppler broadening of 550MHz

while the EIT bandwidth is only a couple of mega-Hertz. In order for the

control field to effectively lie within this bandwidth it must be co-propagating

with the probe. At the single photon level, after successfully retrieving the

stored pulse, we must then eliminate 1012 unwanted photons of the control

field. The first step is to filter the control field based on the polarization. A

polarizing beam splitter (PBS) right after the vapor cell separates the verti-

cally polarized control field photons from horizontally polarized probe pulses

with an extinction ratio of 42 dB. After recombining the rails, probe and re-

maining control photons enter a frequency filter setup consisting of two Etalon

Fabry-Perot cavities connected to each other with a polarization maintaining

Faraday Isolator (FI). The Etalon crystals are 7.5mm and 4.0mm thick, corre-

sponding to a free spectral range (FSR) of 13GHz and 21GHz respectively. In

the last part of this chapter we will discuss the reason for choosing etalons with

different FSRs but the tens of GHz range is to allow the control field frequency

(-6.8GHz away from the probe) to lie between the transmission peaks. After

a careful mode-matching process, the probe passes through the transmission

peaks with 20-40MHz FWHM while each etalon provides a 50 dB control field

attenuation. The fine tuning of the transmission frequency is done by con-

troling the temperature of the etalon using a PID system with a precision of

0.01K. A magnetic FI is used to prevent the back reflection from the second

etalon into the first one. Conventional FIs induce a 90 degrees polarization

rotation between the forward and backward beams and deflect the backward

beams using two PBSs. Due to the use of PBSs, these isolators are polariza-
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tion selective which goes against the nature of our quantum memory. To avoid

this issue, the two PBSs are replaced with two BDs (see fig. 2.3). This setup

shifts the back-reflected beam and prevents it from entering the first etalon.

Combined together, the filtering setup achieves 144 dB control field suppres-

sion while yielding a total 4.5% probe field transmission for all polarization

inputs, exhibiting an effective, control/probe suppression ratio of 130 dB.

Finally, the stored pulses are sent to a single photon counting module (SPCM)

which is triggered by the quantum composer to plot the histograms of the in-

put pulse and the storage. To evaluate the polarization of the qubits we use

a rotating quarter wave plate (QWP) and a horizontal polarizer (HP) before

the SPCM. The intensity oscillation caused by the rotation of the QWP can

be plotted versus the angle of the plate. We then evaluate the Stokes vectors

of stored qubit states by fitting the Stokes equation of the QWP and the HP

to these plots. In the rest of this chapter we will take a closer look at the

atomic dynamics at room temperature and investigate various sources of noise

and how to optimize the signal to background ratio of the output pulses.

2.4 Room temperature operation description

The key element to understand the performance of our device is to translate

the optical response of stationary atoms to atomic media in which the atomic

motion at room temperature drastically modifies such response. In general, a

narrow frequency response in an ultra-cold atomic system has to be modified
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by a velocity distribution of probable atomic responses to compensate for the

Doppler effect experienced by moving atoms. Besides this, when the Doppler

width of an atomic resonance is of the same order as the hyperfine splitting of

an excited states, the cross influence of each resonance has to be considered.

This is not the case in ultra-cold atomic systems in which each hyperfine line

is addressed independently.
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Figure 2.4: (a) Measured transmission profile TRT (∆). (b) Cold atom storage
bandwidths η1(∆) and η2(∆) for the two excited states of the rubidium D1 line
manifold (the blue line is a master equation prediction of the storage band-
width) and room temperature storage bandwidth ηRT (∆) (the solid red line
is the result of the convolution with a velocity distribution). (c) Overall effi-
ciency response ∝ (ηRT (∆))(TRT (∆)) (solid red line) and storage experiments
over a 4 GHz scan region with a central frequency at the F = 1 to F ′ = 1 D1
line rubidium transition (blue dots). The error bars are statistical.

In order to exemplify how the response of ultra-cold atoms translates to

room temperature we consider non-moving atoms exhibiting a double Λ-energy
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level scheme. The double Λ-level scheme is characterized by the interaction

with two laser fields, Ωp1 (probe) and Ωc1 (control), with one-photon detunings

∆1 and ∆2 respectively (see Fig. 2.1b) and the off-resonant interaction of the

control field with a virtual state. The Hamiltonian which describes the atom-

field coupling in a rotating frame is given by [126]:

H = −∆13σ11 − (∆13 −∆23)σ22 − ΩpEpσ31 − ΩcEcσ32

− α1ΩcEcσ41 − α2ΩcEcσ42 + (∆13 −∆14)σ44 + h.c (2.1)

where α ∝ 1
∆14

is the coupling parameter to the virtual state, σ̂ij = |i〉〈j|, i, j =

1, 2, 3 are the atomic raising and lowering operators for i 6= j, and the atomic

energy-level population operators for i = j and Ep1(z, t) is the normalized

electric field amplitude of the probe.

The frequency bandwidth of the storage event in a cold atomic cloud can

be obtained numerically by solving the master equation for the atom-light

system:

˙̂ρ = −i[Ĥ, ρ̂] +
∑
m=1,2

Γ3m(2σ̂m3ρσ̂3m − σ̂33ρ̂

− ρ̂σ̂33) +
∑
m=1,2

Γ4m(2σ̂m4ρσ̂4m − σ̂44ρ̂− ρ̂σ̂33) (2.2)

together with the Maxwell-Bloch in an atomic sample of finite-length L:

∂zEp1(z, t) = i
Ωp1N

c
〈σ̂31(z, t)〉 (2.3)

Here the Gammas are the decay rates of the excited levels, c is the speed
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of light in vacuum and N the number of atoms participating in the ensem-

ble. Numerically solving this set of equations we can calculate the expected

retrieved pulse shape EOUT (t) for different detunings, thus obtaining the stor-

age efficiency bandwith response of a non-moving atom η(∆1).

In a room temperature system the atomic motion influences the atomic

response in the form of field detunings, as light is blue shifted for atoms moving

in one direction while red shifted for atoms moving in other direction, thus

atoms respectively experience ∆±i = ∆0±i∆ detunings in the addressing fields.

The room temperature response can be calculated by a weighted average of the

cold atom storage efficiency bandwidth η(∆) and the distribution of possible

atom velocities at certain temperature:

A(∆) : ηRT = A(∆0)η(∆0) +
∞∑
i=1

A(∆±i)η(∆±i) (2.4)

where:

A(∆−∆0) = A(2πv/λ) =

√
Ln2

Wd

√
pi

1

1 + (∆−∆0)2/W 2
d

(2.5)

the Doppler distribution of velocities. The latter assumes the laser frequency

to be tuned to the atomic resonance, with A(∆0) = A0 . For the case in which

laser frequency is detuned by ∆′ from the atomic resonance, the response is

calculated as:

η(∆′) = A(∆0)η(∆j) +
∞∑
i=1

A(∆±i)η(∆j±i) (2.6)
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The final response of the room temperature system is obtained by considering

the influence of the absorption profile in the previous equation.

Using our dual-rail system we have tested the room temperature response

of the system by performing storage experiments in which we have varied

the one photon detuning ∆ of our Raman laser pair over a 2 GHz region

centered around the 1 to 1 D1 line rubidium transition. Fig. 2.4c shows the

results of our experiments and the prediction of the simulation. The most

important observation is that as a result of the atomic motion, maximum

storage efficiency is not achieved at atomic resonance (as expected in a cold

atomic system), but in regions beyond the Doppler width of the resonance. In

our particular case, maximum efficiencies are at ∆′= 500 (red detuned) and

∆′= 1.2 GHZ (blue detuned).

2.4.1 Noise mechanism at room temperature

As discussed in the introduction, the relevant figure of merit of a room tem-

perature quantum memory is the SBR and thus the efficiency response does

not represent a complete picture. The Liouville equation that we have used in

equation 2.2 contains decay terms for all atomic level and thus can also offer

an insight into the leading dynamics of noise/background processes. With this

in mind we simulate the dynamics of the system using pulses of control field

light (without probe light present) and evaluate the atomic coherences that are

transmitted through or frequency filtering for varying one photon detunings

∆′. Fig. 2.5a shows the combined frequency response of the transition |1 > to

|3 > and |2 > to |4 >. The important feature of the response is the existence
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of two bandwidths; a narrow line associated with photons incoherently scat-

tered from the excited state |3 > as a result of population exchange with the

virtual state |4 >, mediated by decoherence rates between the ground state

|2 > and |3 >. The second feature is a broad frequency response associated

with photons scattered from the virtual state |4 > (Stokes field) through an

off-resonant coherent Raman process.

As an outcome of the numerical simulations and experimental data taken

in the frequency space of the RT light-matter interface, a one-photon detuning

of 220MHz is applied for the storage of light pulses with an average n = 1

photons with |H > polarization using only a single rail setup (see Fig. 2.6a).

The achieved results show SBRs above 6.5 for a storage time of 500ns and above

4.5 up to 1µs (Fig. 2.6a inset). Such high SBRs can result in qubit storage

fidelities above the classical threshold (due to the direct connection between

SBR and polarization storage fidelity) as long as the quantum memory treats

all the polarizations on the Poincare sphere the same way. To insure this, we

store all six orthogonal polarization bases (|H >, |V >, |D >, |A >, |R >, and

|L >) in a dual rail memory setup, where the background is inevitably twice

that of the single rail (Fig. 2.6b). The outcome is an average SBR of 2.8 with

average efficiency of 5% for all the polarizations.

As explained in section 3, the polarization of each of these stored qubit

states is evaluated using a rotating quarter wave plate (QWP) and a horizon-

tal polarizer (HP) before the single photon counter. The intensity oscillation

caused by the rotation of the QWP can the plotted versus the angle of the

plate. We obtain the Stokes vectors of stored qubit states through fitting the
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Stokes equation of the QWP and the HP to these plots (See Fig. 2.7a-f).

To evaluate the total polarization fidelity we follow this procedure: First we

measure the polarization of all the input states. Since the average degree of po-

larization of the stored qubit states is high due to the ultra-high SBR, there is

no need to separately measure the polarization of the input states propagating

through the whole system. Instead we directly operate the polarization qubit

storage experiment and take the polarized part of the Stokes vectors of these

qubit states as the rotated input states (Sin) (Fig. 2.7g). Finally, we analyze

the polarization of the stored qubits (Sout) to compare it with Sin and to find

the total fidelity using F = 1
2
(1 + Sout ·Sin +

√
(1− Sout · Sout)(1− Sin · Sin)).

Figure 2.7h shows how well all the storage states keep their length and orthog-

onality on the Poincare sphere.

For a < n >= 1, the average fidelity obtained using this method is 86.5±

0.8% which is more than 3σ above 83%, the maximum fidelity of any classical

strategy for a system with coherent light source and storage efficiency of 5%

[61]. This, to our knowledge, is the first reported Room Temperature Quantum

Memory for polarization qubits.

2.4.2 High-SBR quantum memory operation.

Although we have shown the true quantum operation of a polarization mem-

ory at room temperature, for many practical network applications the fidelity

needs to be higher than 95%. In this section we briefly review a novel method,

developed by us [126], which opens the doorway for such high fidelity operation

at room temperature by coherently eliminating the four wave mixing noise. As
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the first step, we have assumed the background response Q(∆) to be a com-

bination of two quantum fields produced by different physical mechanism and

differing by 13.6 GHz. We have tested this concept by replacing one of the

etalons in the filtering system with a similar unit with different free spectral

range. This allow us to eliminate the background produced by scattering from

the virtual state |4〉.

Moreover, we achieve noise elimination using a self interacting spinor (NE-

SIS) by applying an additional weak auxiliary beam on resonance with the

5S1/2F = 1 → 5P1/2F
′ = 1 transition that remains on during the complete

storage procedure [126]. We create an interaction between two dark-state-

polariton modes (spinor components), one formed by the auxiliary field and

Ωc, and one by Ωc and the scattered photons from state |3〉 [60]. The in-

teraction between the spinor components results in maxima/minima in the

background noise depending on the phase relation between the auxiliary and

control fields, independent of the probe field. By storing and retrieving the

probe light with a small two-photon detuning, we further guarantee indepen-

dence between the two processes, thus creating a noise-free region without

altering the retrieved photons. A numerical modeling of the complex spinor

component interactions involved in the NESIS technique is currently being

developed by our group.

Figure 2.8a shows the obtained maxima/minima together with storage of

pulses with 〈n〉 = 6 and an increased control field power in order to high-

light the aforementioned dynamics. By controlling the phases of the auxiliary

and control fields using passive elements, we overlap the retrieved pulse with
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the noise-free region (see Fig. 2.8a), translating into a SBR > 25 for the

single-photon level case.

Applying the NESIS technique together with active phase control in each of

the qubit rails in the polarization quantum memory shown above will allows us

to achieve corresponding qubit fidelities > 98%. Having such noise-reduction

techniques in place will permit the use of higher optical depths and control

field powers, leading to storage efficiencies above 50%, already establishing our

system as a viable alternative to cryogenic and cold-atom technologies [62, 63].

Our results are a viable alternative to techniques using either cavity suppres-

sion [64], or ultra-fast pulse operation [65, 66, 67, 68].

We finish our investigation by improving the achievable storage times. We

have used a different cell with a different amount of buffer gas and a low colli-

sional depolarization cross-section (30 Torr Neon) and achieved storage times

of ∼ 50 µs at the few-photon-level (see Fig. 2.8b). By adding anti-relaxation

coatings to the interior cell walls, storage times of ∼ 1 ms are within reach.

2.5 Summary

Quantum properties are typically assigned to very small particles and numer-

ous experiments have shown that the quantum effects vanish as the system

becomes noisier. This behavior can be explained by quantum decoherence. In

fact, regardless of the size or the environment, as long as the objects (or in our

case qubits) maintain their quantum coherence they will obey the universal

quantum laws. In this chapter we showed how an extensive optimization in
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the parameter space can result in obtaining a fully quantum operation at a

noisy room temperature system. As an example, we leveraged the light-matter

interface to store polarization qubits with high read-out fidelity. In the next

chapter we will explore another potential application of such interfaces by tun-

ing the system for quantum simulation. The concept is practically the same,

but this time we will introduce additional control fields to reshape the global

Hamiltonian and force the DSPs to follow wave-propagation equations that

mimic relativistic particles.
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Figure 2.5: (a) Cold atom background response Q(∆) (dashed red-line) featur-
ing the contributions of incoherent scattering and Stokes fields; etalon trans-
mission profile (dashed blue line); convoluted response indicating the back-
ground transmission through the filtering elements (solid blue line); experi-
mental background measurement for ∆ = −500 MHz (green dots), 0 MHz
(purple dots) and +500 MHz (black dots); technical background (brown dot-
ted line). (b) Cold atom background bandwidths Q1(∆) and Q2(∆) for the
two excited states of the rubidium D1 line manifold (the purple dotted line
is a master equation prediction of the background bandwidth); warm atom
background response QRT (∆) ((the solid red line is the result of the con-
volution with a velocity distribution)); background measurements vs. ∆
(blue dots). (c) Predicted room temperature signal to background ratio
SBRRT ∝ (ηRT (∆))(TRT (∆))/(QRT (∆)) (solid red line); SBR experimental
measurements (blue dots). The error bars are statistical.
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ization analysis of six different retrieved qubits. (b) Poincare sphere of original
and retrieved states.
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Chapter 3

Quantum Simulation using

Spinor Slow Light

In a cursory fashion, Quantum Simulation can be described as using a con-

trolled quantum experiment to mimic and understand much more complex

phenomena in nature. This concept is of utmost importance when all other

analytical and numerical models fail to describe the system we wish to probe.

In the last chapter we explained in detail how to use a DSP to map a photonic

state on collective spin excitation. In this chapter we will build upon that

understanding to create more complex states such as Tripod DSPs and Spinor

Slow Light (SSL, as defined in the chapter). We then show that these SSLs

follow the same dynamics as 1+1 dimensional relativistic particles and it is

possible to introduce terms that mimic relativistic particles with variable mass

or induce a sign change in the mass.
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3.1 Quantum Simulation of Relativistic Dy-

namics at Room Temperature

Over the last decade, a variety of exotic physical phenomena have been realised

in artificially created quantum systems near zero temperature [69], including

ultra-cold atoms [70], trapped-ions [71] and superconducting qubits [72]. Pho-

tonic setups have also been used to emulate relativistic and topological mod-

els [73, 74]. An unexplored direction for analogue and quantum simulation,

allowing for operation at room temperature conditions, is the use of atoms in-

terfaced with light in the form of collective excitations (DSPs) [44]. DSPs have

formed the basis of many quantum technology applications including quantum

memories [47, 122] and quantum non-linear frequency converters [170]. In this

chapter, as explained above, we use DSPs to experimentally demonstrate an

analogue simulation of the Jackiw-Rebbi (JR) model, the celebrated first exam-

ple where relativity met topology [76]. Our DSPs are created by storing light

in Rb atoms prepared in a dual tripod configuration using counter propagating

laser fields. We first show how to realise relativistic Dirac spinor dynamics, as

initially suggested in [77], and then create a static soliton background field as

required in the JR model, via a spatially varying atom-photon detuning. We

observe signatures of JR’s famous zero-energy mode using a temporal analysis

of the retrieved light pulses.

DSP’s are created by storing and manipulating light in atomic media using

electromagnetically induced transparency (EIT) [78, 79, 44, 80]. In a DSP-

based analogue simulator, the DSPs are made to follow the dynamics outlined
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by a light-matter Hamiltonian, prepared by addressing specific atomic transi-

tions using control light fields [81]. The simulation results are then obtained

by measuring the output photon wave functions. Along these lines, a spinor-

like object consisting of two DSPs has been experimentally implemented in a

double tripod configuration [82].

Moreover DSP-based quantum simulators have been proposed to realise

Dirac models [77], and interacting relativistic systems [83]. Among those, the

JR model is of paramount relevance [76] as it predicts charge fractionalisation

[84]. This important aspect has been addressed in proposals using optical

lattice setups [85, 86]. Additionally, the JR model has gained further attention

due to the topological nature [87, 88, 89, 90, 91, 92, 93, 94, 95] of its zero-energy

solution [96, 97]. This protected mode can be understood as a precursor to

topological insulators [98], a hotly pursued topic nowadays [99, 100]. Recently,

a soliton following a similar model has been observed experimentally in a

fermionic superfluid [101].

In this chapter we describe the experimental realisation of relativistic dy-

namics exhibiting topological aspects as originally conceived in the JR model

[76]. We use a room temperature atomic vapour addressed by laser fields in an

EIT dual tripod configuration in order to produce slow light Dirac spinor dy-

namics. We then tune the system to the JR regime by using a linear magnetic

field gradient, inducing a kink profile in the corresponding mass term [102].

The topological aspects of this novel EIT light-matter JR system are explored

by analyzing the time correlations between the retrieved spinor components.

The structure of this chapter is as follows: firstly, we review the basics of
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Figure 3.1: (a) The scheme used for creating an EIT tripod system (solid
lines) and a dual tripod configuration (solid and dashed lines). (b) In order
to experimentally create an EIT tripod system, an electric field E(z, t) (red
arrow) enters the medium, simultaneously with two strong co-propagating
fields (Ω+

d and Ω+
u ). For the creation of the dual tripod configuration, the

original field E(z, t) is converted into two counter-propagating fields (E−(z, t)
and E+(z, t)) by introducing two pairs of counter-propagating control fields
(Ω+

d , Ω+
u , Ω−d and Ω−u ). meff (z) in the JR model is created using a spatially

varying magnetic field gradient (dashed black lines).

coherent light propagation in a dual tripod EIT system. We then show the nec-

essary conditions to connect this framework to Dirac and JR dynamics. Lastly,

we present the experimental road map to prepare, evolve and benchmark this

EIT light-matter JR system in a room temperature atomic interface.

3.2 Theoretical Background

3.2.1 Tripod DSP Dynamics

Here we describe the physical mechanisms underlying the creation of Tripod

DSPs. Figure 3.1a depicts the atomic scheme used for creating these dynamics.

We start the description of an atomic tripod by using the linearity of Hamilto-
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nians and writing the light-matter interaction terms in the form V = Vd + Vu,

with each component defined as:

Vd =

∫
(~Ωεσeg + ~Ωdσde)

dz

L
+H.C. (3.1)

Vu =

∫
(~Ωεσeg + ~Ωuσue)

dz

L
+H.C. (3.2)

with L being the ensemble length, the σ’s are the atomic operators for the

atomic coherences and the Ω’s the coupling Rabi frequency for each transition

(see Fig. 3.1 for the level definition in the atomic configuration). Furthermore,

the Maxwell-Bloch equation describing the propagation of the input field in

the medium follows:

(∂t + c∂z)E(z, t) = iNΩεσge(z, t) (3.3)

with E = εeiωget−ikz describing the initial input light field. In order to

solve this equation for all terms we require another equation that relates the

fields and the atomic operators. This is provided by the Heisenberg-Langevin

equation for V . For V1 we can write two relevant equations:

N∂tσgd = −iNδσgd + iNΩdσge (3.4)
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N∂tσge = iNΩεE + iNΩdσgd (3.5)

We do not include the terms describing the effects of one-photon-detuning,

decay and noise as they do not alter the general form of the propagation

equation significantly in the time scale we are interested in. The only term of

relevance is the two-photon detuning. As you will see in the next section, in our

experimental implementation the applied magnetic field controls the tripod’s

two-photon detuning. Doing so results in opposite two-photon detunings for

Vd (negative) and Vu (positive).

Following [44], we write: σge = 1
iΩd

(∂t + iδ)σgd and σgd = −Ωε

Ωd
E, and then

substitute these terms into the Maxwell-Bloch equation, leading to:

(∂t + c∂z)E(z, t) =
Ωε

Ωd

N(∂t − iδ)σgd =
Ω2
ε

Ω2
d

N(−∂t − iδ)E(z, t) (3.6)

(∂t + vg∂z)E(z, t) = −iΩ
2
ε

Ω2
d

NδE(z, t) (3.7)

Here we define vg = c

1+
Ω2
ε

Ω2
d

N
as the group velocity of the input field in

the atomic medium. The resultant inhomogeneous equation can be re-written

by redefining the frequency and the group velocity of the Ed field as ωd =

ωge − Ω2
ε

Ω2
d
Nδ and vgd = vg(1 − Ω2

ε

Ω2
d
N δ

ωge
). This results in a shape-preserving

equation in which the frequency of the E field inside the medium is acted
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upon by the two-photon detuning, which in our case is controlled with the

magnetic field. This works as long as the detuning is within the EIT band-

width.

If we rewrite the Maxwell-Bloch equation for σgd instead of E, we can obtain

a similar equation to the one outlined above. The most general solution to this

new equation is a superposition of E(z,t) and σgd(z, t), the so-called Dark-state

Polariton:

Ψd(z, t) = cos θEd(z, t)− sin θσgd(z, t) (3.8)

Following the same procedure for Vu, we arrive at a second DSP described as:

Ψu(z, t) = cosϕEu(z, t)− sinϕσgu(z, t) (3.9)

In which Eu now has a frequency ωu = ωge + Ω2
ε

Ω2
d
Nδ, also induced by the

magnetic field. Overall, the Tripod DSP dynamics is described by a linear

combination of the two DSP’s,

ΨT = αΨd + βΨu (3.10)

3.2.2 Dirac dynamics using Spinor Slow Light.

In this section, we study the dynamics of spinor slow light by coupling two

counter-propagating Tripod DSP configurations. In our experiment this is

done by adding counter-propagating control fields to the original tripod con-
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figuration analyzed in the previous section. In this coupled case, it is more

convenient to write the governing equations in matrix form. For the counter-

propagating fields E± = εeiωget∓ikz, the Maxwell-Bloch equation acquires the

form:

(∂t − cσz∂z)

 E+(z, t)

E−(z, t)

 = iNΩε

 σge+(z, t)

σge−(z, t)

 (3.11)

The two terms in this equation linking the atomic and photonic operators

can be written as:

N∂t

 σgd

σgu

 = −iNσzδ

 σgd

σgu

+ iNΩ

 σge+(z, t)

σge−(z, t)

 (3.12)

N∂t

 σge+(z, t)

σge−(z, t)

 = +iNΩε

 E+(z, t)

E−(z, t)

+ iNΩ†

 σgd

σgu

 (3.13)

Where we have defined the 2x2 Rabi frequency matrix as Ω =

 Ωd+ Ωu+

Ωd− Ωu−

.

Here we remark that a necessary condition to create a coupled system is that

this matrix have a non-zero determinant. Else, these equations will describe

two degenerate but decoupled Lambda systems. Following the analysis in the
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previous section we write:

 σge+(z, t)

σge−(z, t)

 =
1

iΩ−1
(∂t + iσzδ)

 σgd

σgu

 (3.14)

and  σgd

σgu

 = − Ωε

Ω−1

 E+(z, t)

E−(z, t)

 (3.15)

which lead to:

(∂t − vgσz∂z)

 E+(z, t)

E−(z, t)

 = i
Ω2
ε

Ω−2
Nσzδ

 E+(z, t)

E−(z, t)

 (3.16)

In the latter equation each Rabi frequency can be written as Ωi = Ωei(θi+θBi),

assuming control fields with similar intensities. Here θBi = 1
~giµBBτ describes

the overall effect of the applied magnetic field on the phase of each coupling,

with gi being the g factor for each addressed Zeeman state and τ is the storage

time before double-tripod retrieval.

Defining a total phase relation between all Rabi frequencies as Φ = (θd+ −

θu+) − (θd− − θu−), it is possible to show that the aforementioned Ω matrix

only has an inverse in the case of Φ 6= 0. In this case E+ and E− are coupled

together and maximum coupling is achieved for Φ = π.

Due to the symmetry of our configuration, the only interesting phase combina-

50



tion is such as to have two of the fields with a π/2 phase difference, or in terms

of the Rabi frequency matrix, having the case Ω = Ω

 1 i

i 1

 = Ω(1 + iσx).

Using this assumption the propagation equation can be re-written as:

i~(∂t − vgσz∂z)

 E+(z, t)

E−(z, t)

 = ~
Ω2
ε

2Ω2
Nσyδ

 E+(z, t)

E−(z, t)

 (3.17)

It is possible to derive a similar equation for the atomic operators σ±(z, t) =

1√
2
(σgu ± iσgd), thus constructing an equation for spinor of slow light (SSL)

object Ψ =
(

Ψ+

Ψ−

)
as:

i~∂tΨ =
(
i~vgσz∂z +meff0v

2
gσy
)

Ψ (3.18)

with Ψ±(z, t) = cos θE±(z, t) − sin θσ±(z, t) and θ = arctan(
√

g2N
Ω2 ) [77].

Equation 3.18 resembles a 1+1 Dirac equation and describes the evolution of

two coupled SSL components with an effective mass meff0 = ~ δ
2

1
v2
g

sin2(θ) and

α = σz, β = σy.

We emphasize that the Dirac model has a unique position in the history of

theoretical physics, as it always considered a bridge between quantum me-

chanics and relativistic physics, while also having a quantum optics analog

in the Jaynes-Cummings model. Additionally, the solutions to this Hamilto-

nian mimic the behavior of Majorana particles in different condensed matter

systems.
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3.2.3 JR model

As we discussed so far, the Dirac equation in 1+1 dimension reads

i∂tΨ = −icα∂zΨ + βmc2Ψ (3.19)

in which c is the speed of light, α2 = β2 = 1 and [α, β] = 0 holds. One

possible choice is α = −σz and β = σy in terms of the usual Pauli matri-

ces, which means that the wavefunctions Ψ are 2 component objects in 1+1

dimension. Following Jackiw and Rebbi [76] let us replace the mass with a

position dependent field:

i∂tΨ = −icα∂z + βc2φ(z)Ψ. (3.20)

Noting that the sign of the mass can be changed, they considered a kink

solution that interpolates between the negative and positive signs. Choosing

φ(x) = tanh(λz), one sees that the solution

Ψzero(z) = exp

(
−c
∫ z

dz′φ(z′)

)
χ = exp [−c ln (coshλz)]χ (3.21)

with αβχ = −iχ is a zero-energy solution localized around z = 0. For our

choice of α and β, χ ∝ (1,−1) and we will denote the spatial part with φ(z)

such that

Ψzero(z) ≡ ψzero(z)(1,−1). (3.22)
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The presence of the zero-mode was shown to be robust against the detailed

form of the kink due to its topological nature. What is important is the

topology of the kink: it goes from negative to positive (or vice versa).

3.3 Experimental Simulation of Relativistic Sys-

tems

3.4 Experimental Realization.

3.4.1 Creation of tripod DSP.

In the previous section we went over the theoretical construction of SSLs and

how they related to models such as Dirac and JR. During the rest of this

chapter we will talk about the experimental realization of such a quantum

simulator. We create the tripod DSP ΨT in an atomic ensemble using EIT

in the following way. Firstly, three separated EIT systems are created by

breaking the degeneracy of the Rb atoms Zeeman sub-levels through applying

a DC magnetic field B (see Fig. 3.4). Secondly, we isolate two of the EIT

systems by using a single control laser that is symmetrically detuned (±δ/2 =

±gdµBB/2) from the transitions |u〉 → |e〉 and |d〉 → |e〉, effectively forming

two control fields Ωu and Ωd (see Fig. 3.2b). Lastly, we send a pulse of light

(E(z, t)) undergoing tripod DSP dynamics due to Ωu and Ωd, thus creating

the components of ΨT (Ψu and Ψd).

All the transitions used in the experiment are within the 87Rb D1 line. The
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Figure 3.3: Tripod DSP demonstration. Forward propagating output of
the tripod configuration after 2 micro seconds storage time. The results are
plotted for different applied magnetic fields. The retrieved pulses correspond
to magnetic-field-induced beat notes between the spinor components of 400kHz
(blue), 875kHz (green), 1300kHz (red) and 1750 kHz (light blue). The inset
shows the relation between the applied magnetic field and the EIT two-photon
detuning. The ratio is measured to be 1.09 MHz/Gauss.
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storage is based on EIT in warm 87Rb vapor. The probe is stabilized using top-

of-fringe locking to saturation spectroscopy of a Rb vapor cell and the control

field is phase-locked to the probe field as was explained in chapter 2. The

probe pulses E(z, t) with a width of 400 µs are tuned to 5S1/2|F,mF = 1, 0〉 →

5P1/2|F ′,mF ′ = 1, 0〉 (|g〉 → |e〉) (with detuning ∆ = 250MHz). The writing

control fields (Ωu and Ωd) are tuned at |F,mF = 2, 0〉 → |F ′,mF ′ = 1, 0〉 (|u〉

→ |e〉 with detuning −δ/2) and |F,mF = 2,−1〉 → |F ′,mF ′ = 1, 0〉 (|d〉 → |e〉

with detuning +δ/2)(see Fig. 3.2 and 3.4a). The EIT lines have an average

FWHM of 1.2 MHz [103]. A constant magnetic field induces the two-photon

detuning with a δ/B ratio of 1.09 MHz/G.

The time sequence of the creation of ΨT and the readout of Ψ
′
T is shown

in fig. 3.4d. ΨT is stored for 2µs after which it is mapped onto E
′

d and E
′
u

using ΩR. ΩR is tuned to |F,mF = 1, 0〉 → |F ′,mF ′ = 1, 0〉 (|g〉 → |e〉). We

calibrate the coherence of this tripod scheme by storing ΨT and retrieving it

using a co-propagating control field (ΩR) coupled to the |g〉 → |e〉 transition.

Polarization elements supply 42 dB of control field attenuation (80% probe

transmission). The retrieved tripod DSP (Ψ
′
T ) has two components, Ψ

′
u and

Ψ
′

d with a frequency difference δ = ωue − ωde. In Figure 3.3 we observe this

frequency difference. The presence of a magnetic-field controlled beat note is a

testament to the creation of the two DSP in an interacting spinor configuration.

We find a suitable δ by choosing a magnetic field B that maximizes the beat

note in the retrieved mode. Here we mention that breaking the degeneracy of

the Zeeman states with a magnetic field is in principle not necessary, yet we

have used this method to facilitate the detection of the beat note between the
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two optical components of the tripod after retrieval.

3.4.2 Measurement of 1+1 Dirac Dynamics.

Once suitable atom-light detunings are chosen, we proceed to create the SSL

Ψ. We use two control fields (Ω+
u and Ω+

d ) co-propagating with the probe

E(z, t) and two additional counter-propagating control fields Ω−u and Ω−d (see

Fig. 3.2 and 3.4a). The created SSL components Ψ± are then stored. During

storage, the temporal interaction of Ψ+ and Ψ− follows the Dirac dynamics

outlined by equation 3.18. After storage, these dynamics are mapped onto

the SSL components Ψ
′± by applying the counter-propagating control fields

Ω+
R and Ω−R (see Fig. 3.4b). We detect the optical form of Ψ

′± (E
′±(z, t))

simultaneously in independent photo-detectors.

We vary the storage time for fixed two-photon detuning, thus changing

the interaction time between the SSL components. Each pair of correlated

experimental points is obtained by measuring the respective storage of light

signals, integrating its total energy for varying storage time. We observe cou-

pled oscillations for the intensities retrieved in each direction, |E ′+(z, t)|2 (blue

dots) and |E ′−(z, t)|2 (red dots) in Fig 3.5, as expected from the usual Dirac

dynamics coupling the two components of the spinor. Most importantly, the

frequency of the oscillation is changed by varying the two-photon detuning,

which illustrates to the coherent nature of the process (see Fig. 3.5a and

3.5b). We note that similar oscillations between SSL frequency components

have been shown in previous studies [82]. However, in our implementation the

two spinor components correspond to different propagation directions, which
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Figure 3.4: SSL setup. (a) The SSL Ψ is created using Ω±u and Ω±d . The
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m=-1) creates two isolated EIT systems. (d) Pulsing sequence for the creation
of dual-tripod dynamics.
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is the key design element for engineering Dirac dynamics.

We benchmarked the aforementioned results against numerical solutions

(performed by our collaborators) of the 1+1 dimensional Dirac equation of

the form (including a coherence decay rate γ to account for losses in the real

experiment):

i∂tΨ =
(
ivgσz∂z +meff0v

2
gσy − γ

)
Ψ, (3.23)

with the initial condition Ψ0 = (Ψ+
0 ,Ψ

−
0 ) extracted from the shape of the

original SSL right after storage. The solid lines in Fig. 3.5a and 3.5b represent

the numerical simulation with fixed vg = 1.0cm/µs, meff0v
2
g = 3.3 ∗ δ and

γ = 0.3.

As storage time is increased, the SSL components lose their mutual coher-

ence and thus the experimental data begins to deviate from the theoretical

prediction. Nonetheless, these measurements provide strong evidence that the

SSL dynamics follows that of relativistic particles.

3.4.3 Relativistic dynamics with topological behavior.

Having built an analog Dirac simulator, we now move to mimic JR’s topological

predictions. In order to engineer meff (z), we use a spatially varying magnetic

field changing the two-photon detuning along the propagation axis of the light.

In the original proposal, the bosonic field varies from a negative value to

a positive value following the hyberbolic tangent function [76]. Due to its

topological nature however, other profiles exhibiting similar behaviour at the
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Figure 3.5: Dirac dynamics using SSL. Evaluating |E±′|2 for each τ results
in an out of phase oscillation between the forward (blue dots) and backward
(red dots) components of the SSLs. We plot the experimental data for δ =
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solutions of the SSL Dirac equation (eq. 2).
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boundary work too, as discussed in detail in [102]. In this work, we choose

a linearly-varying magnetic field, B(z) = B0z, and perform experiments akin

to our previous section. Figure 3.6a shows the obtained results. We observe

the suppression of the coupled oscillation dynamics of the bare Dirac model

by increasing the strength of the gradient, as predicted in [76, 102].

We again benchmarked this result against a numerical solution of the

Jackiw-Rebbi equation. The procedure is similar to the one presented in the

previous section, reconstructing the initial SSL components Ψ0 = (Ψ+
0 ,Ψ

−
0 )

(red and blue solid line in fig. 3.6b) and using γ =

 γ1 0

0 γ2

 andmeff (z)v2
g ∝

δ = (0.745MHz
cm

(z−2.5cm)+0.35MHz). In general each of the wave-functions

can be written as ψ±(x) = eiΦ
±(x)|ψ±(x)|. Assuming |Φ±(x)| to be constant,

we define a global phase between the SSL components that is represented as Φ

(a free parameter in the numerical fit). The numerical solutions (
∫
dz|Ψ+(z)|2

and
∫
dz|Ψ−(z)|2) are obtained numerically by fixing the group velocity, effec-

tive mass and loss rate to experimental estimations. The free parameters Φ

and initial relative intensity are then fitted to the data. The solid lines in Fig.

3.6a (red and blue) represent the numerical solution with Φ = π.

To probe the creation of the predicted JR zero energy mode, we first con-

struct φ(z) (see Fig. 3.6b, green line) using the effective mass provided by

the magnetic field gradient (purple line in Fig. 3.6b). We then calculate the

overlap of the experimentally extracted Ψ0 = (Ψ+
0 ,Ψ

−
0 ) (red and blue lines

in Fig. 3.6b, measured at 1.5 µs storage time) with the zero-mode spinor:∫
dzΨ†0ψzero. In Fig. 3.6c, we plot this overlap for different values of the
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global phase between the SSL components, Φ. Noticeably, the best overlap of

∼ 80% is also obtained for Φ = π, which strongly hints that Ψ0 was prepared

in the zero-mode.

In our experimental results, we have two decay rates for Ψ+′ and Ψ−
′

as

they couple to a magnetic field insensitive and a magnetic field sensitive EIT

line, respectively (see Fig. 3.4c). Our interpretation of the high initial overlap

at 1.5 µs storage time is that we have created a zero-energy mode within the

medium during this initial time interval.

3.5 Summary

In this chapter we demonstrated the experimental realization of a controllable

coupling between two counter-propagating SSL components, simulating the

dynamics of a relativistic massive fermion in a 1+1 Dirac equation. By adding

a static background bosonic field (via the use of a magnetic field gradient),

we have also simulated the celebrated Jackiw-Rebbi model. We have bench-

marked our work with theoretical simulations by carefully reconstructing the

initial SSL wave functions and using them in a numerical solution of the corre-

sponding Dirac and JR differential equations. These values are then compared

with the experimental data achieved by varying the storage time, showing a

very good correlation within the coherence time of the atoms. Lastly, we have

also measured signatures of the JR zero-mode by observing the inhibition of

the oscillation between the spinor components as predicted in the theory.

This experiment is an important first step towards more complex quantum
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gradient (purple). (c)

∫
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simulations with many quantum relativistic particles. Possible extensions in-

clude the study of the Klein paradox [104] or the MIT bag model [105] by using

coupled light-matter SSLs. Moreover, as slow light polaritons can be made to

interact strongly, our work provides a pathway towards analog simulators of

complex phenomena described by interacting quantum field theories. Possi-

bilities include the simulation of: charge fractionalisation in bosons [106], the

interacting random Dirac model [107] and the renormalization of mass due to

interacting fermions [108]. Furthermore, interacting relativistic models such as

the famous Thirring model [109] are now within experimental reach. As many

of these important QFT predictions are only addressable using high energy

experiments, this new breed of light-matter room temperature simulators will

be an exciting tool to reach unexplored realms of physics.
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Chapter 4

Network of Quantum Devices

The focus of previous chapters was on the design of individual quantum nodes,

capable of coherently manipulating the qubits at room temperature. Quantum

memories and simulators are the key elements of a scalable quantum process-

ing network. Alongside these nodes, our lab has successfully demonstrated a

photon-photon cross-phase modulator at room temperature for on average sin-

gle photon pulses using the same light-matter platform. We have also taken

the first steps in realizing high efficiency quantum frequency converters. In

the final chapter we will briefly discuss these nodes and their importance for

a scalable quantum system.

As we discussed in the first chapter, in order to develop a scalable network

of quantum devices, having several high fidelity quantum nodes is a necessary

but not a sufficient condition. For the scalability of the network not only does

each node need to perform with high efficiency and minimum loss, but also the

interconnectivity between these quantum nodes is required to be as efficient as
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possible, preventing an exponential qubit loss as the network scales up. The

quantum nodes of our room temperature platform have two very unique prop-

erties which make them prime candidates for a scalable processing network:

I. They all work at room temperature and are relatively easy and low cost

to miniaturize and employ outside laboratory space and II. They all operate

based on the same physics (EIT) which should result in a maximum quantum

impedance matching between the nodes.

In the following chapters, we will discuss and design networks of multiple light-

matter interfaces and study the new properties that emerge in the network as

a result. Since our quantum memories are on a more developed stage, all

these experiments are focused on integrating these devices within quantum

networks. In this chapter, we will discuss networks of two quantum memories

in series and parallel. In the next chapter, we will integrate our quantum

memory within known quantum cryptography networks such as BB84 and

MDI-QKD and study the behavior of the memories upon receiving random

strings of polarization qubits.

4.1 Cascading Quantum Memories

4.1.1 Introduction

Any machine can be defined as device composed of many constituents with

their own specific functions which, when interfaced together, carry out a much

greater task. This same description would hold true for a quantum infor-

mation processor, a complex machine capable of operating and processing
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quantum entities encoded with information. Given the recent success in the

creation and control of individual quantum systems with a variety of physical

architectures [50, 49], the next logical step towards the realization of such a

quantum machine is the interconnection between multiple quantum interfaces

[110, 111, 112, 113]. This type of functionality will be a prerequisite for net-

works in which quantum information and entanglement can be shared, either

sequentially or simultaneously [114, 54, 115].

The success of these networks will rely on having universal quantum nodes

producing outputs suited for driving (as inputs) further quantum nodes. This

is the concept of quantum cascadability [116] and it is necessary in several

implementations of quantum computer architectures and quantum communi-

cation protocols [117, 118, 119, 120]. In order for many of these protocols to

come to fruition they will be reliant on operational quantum memories [121],

and therefore the ability to cascade memory devices, i.e. driving a quantum

memory with the output of another quantum memory is a desired character-

istic on any future network.

Recently, the concept of cascading has been applied to the interconnection

of quantum state sources and quantum memories [47, 122], but no experi-

ment has been performed in which a third degree of connectivity has been

explored by driving a second quantum memory with the output of a first.

The experiments require an initial, high fidelity (with respect to the original

input) quantum memory operation with the output also suited as an input

for a second memory operation. After the second storage process, the out-

put would still maintain a high fidelity with the original input; a requirement
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ideally attained with high efficiency and low propagation losses. These are

two restrictive conditions met by only a few systems that are capable of the

compromise between efficiency and low noise to permit such interconnection.

Considering this, a promising technology for the creation of cascadable devices

is the use of room temperature atomic vapor memories [123, 14, 13], as they

offer a relatively inexpensive experimental overhead while also having strong

light matter interaction at the single photon level [124, 125, 27, 126].

In this chapter we discuss the cascaded storage of optical pulses contain-

ing a few photons on average in two room-temperature quantum light-matter

interfaces. Our setup is derived from our recent results in which we have built

a room temperature optical quantum memory for polarization qubits using a

dual rail configuration [27, 126]. After the first storage of light procedure using

one of the ensembles in the dual-rail setup, we retrieved the atomic excitation

using a control field that has been temporally shaped in amplitude such that

the shape of the retrieved pulse resembles the original input [123]. This re-

trieved probe pulse is then sent back to the ensemble in the other rail to serve

as the input for a sequential storage.

4.1.2 Numerical Modeling of a Cascaded System

In order to achieve the cascading of quantum warm vapour light-matter in-

terfaces, we use the technique of EIT) provided by a Λ energy level scheme

both storage procedures. The output of the first Λ-type atomic level struc-

ture, characterized by the interaction with two laser fields, Ωp1 (probe) and

Ωc1 (control), with one-photon detunings ∆1 and ∆2 respectively (see Fig.
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Figure 4.1: Cascading of quantum light-matter interfaces. (a) Concept
of the cascading experiment. (b) Input pulse (blue dotted line), Control field
1 time sequence (black dotted line) and retrieved light signal (solid green line)
as obtained by simulation. (c) Control 2 time sequence (dotted black lines)
and cascaded retrieved signal (solid red line).

4.1), needs to function as the input of a second Λ-type atomic level structure,

also characterized by the interaction with two laser fields, Ωp2 (retrieved probe

coming from system 1) and Ωc2 (control). We assume the detunings to be the

same as in the first system.

As explained in chapter 2, the process of storage of light in the first Λ-

system can be understood using the time-independent Hamiltonian which de-
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scribes the atom-field coupling in a rotating frame, given by:

Ĥ = ∆1σ̂33 + (∆1 −∆2)σ̂22 + Ωp1Ep1(z, t)σ̂31 + Ωc1(t)σ̂32 + h.c. (4.1)

where σ̂ij = |i〉〈j|, i, j = 1, 2, 3 are the atomic raising and lowering operators

i 6= j, and atomic energy-level population operators i = j. Notice that in

this chapter we return to the more common three level Hamiltonian. The

dynamics of the first storage event can be obtained numerically by solving the

master equation for the atom-light system density operator together with the

Maxwell-Bloch equation that contains the impact of the atomic polarization

on the electromagnetic field

˙̂ρ = −i[Ĥ, ρ̂] +
∑
m=1,2

Γ3m(2σ̂m3ρσ̂3m − σ̂33ρ̂− ρ̂σ̂33) (4.2)

∂zEp1(z, t) = i
Ωp1N

c
〈σ̂31(z, t)〉. (4.3)

Here Γ31 and Γ32 are the polarization decay rates of the excited level |3〉

to the ground states |1〉 and |2〉 respectively, c is the speed of light in vacuum

and N the number of atoms participating in the ensemble. Initial conditions

provided by ΩC1(t) and Ep(0, t) = Eo(t) (the original probe pulse shape) allow

us to solve this set of equations and make predictions about the retrieved pulse

shape EOUT (t) = Ep1(L; t), where L denotes the length of the atomic ensemble.

Once we know EOUT (t) we can propagate this result as an input of another

system akin to the one describe above and calculate EOUT2(t) corresponding

to a pulse that has been stored in a cascading fashion in the two systems.
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In Figure 4.1b, we plot the results of the first simulation, by using Ωc1(t)

(black dotted line in Fig. 4.1b) and Ep(0, t) = Eo(t) (blue dotted line in

Fig. 4.1b) as the control and probe inputs respectively . The results of our

simulation for EOUT (t) = Ep1(L; t) are plotted in Figure 4.1b (see solid green

line) and resemble the characteristic storage of light signal, presenting a probe

leak signal (left peak) and the retrieved signal after storage (right peak). A

second simulation is performed but now using Ωc2(t) (dotted black line in

Fig. 4.1c, notice the time delay with respect to Ωc1(t) to account for the first

storage) and EOUT (t) as the control and probe field inputs respectively. The

results of the second simulation are presented in Fig. 4.1c (solid red line).

The resultant cascaded stored signal has three peaks (Fig. 4.1c), a slow

down leakage coming from the first experiment (A, leftmost peak), a second

small leakage created in the second memory (B, middle peak) and a third peak

that corresponds to the timing in which the control field 2 is switch on again

(C, right most peak). The final peak corresponds to a portion of the light field

that has been successively stored twice in independent light matter interfaces

and is the focus of this letter.

4.1.3 Experimental Impedance Matching of Two Atomic-

based Memories in Series

In order to measure the aforementioned cascaded storage signal, we employed

the same quantum storage configuration as was described in Chapter 2: two

external-cavity diode lasers as light sources, phase-locked at 6.8 GHz are reso-

nantly coupled to a Λ-configuration composed of two hyperfine ground states
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sharing a common excited state. The probe field frequency is stabilized to

the 5S1/2F = 1 → 5P1/2F
′ = 1 transition at a wavelength of 795 nm (red

detuning ∆=100 MHz) while the control field interacts with the 5S1/2F = 2

→ 5P1/2F
′ = 1 transition (see fig. 4.2, laser preparation).

The details of the input preparation state are identical to Chapter 2 with only

two modifications: a) We have designed two fully independent control field

sequencers to have separate control over each rail of the quantum memory.

b) The AOM driver of the first storage control field is receiving its AM input

from a wave generator triggered by the quantum composer rather than directly

from the composer itself. This was done to modify the temporal shape of the

retrieval control field which allows us to mode-match the output of the first

storage with the input of the second memory (see fig 4.2, input preparation).

In the quantum memory setup, each rail will serve as a distinct optical

memory. The two control field inputs are mapped onto each other with per-

pendicular polarizations. A polarization beam displacer is used to create a

dual-rail set-up for the control field which is mode matched to the probe via

a Glan-laser polarizer (see Fig. 4.2, quantum cascaded storage ). An initial

input pulse of 1 µs duration (solid blue line in Fig. 4.3) is fixed to horizontal

polarization and sent through the first rail. Using one of the control fields,

the probe pulse is stored in a room temperature cell containing Rb vapor for

a duration of 1 µs using EIT for storage and retrieval. For the control field

involved in the first retrieval, we employ an user-defined control field tempo-

ral dependence, which allows tuning of the instantaneous group velocity of
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the retrieved excitation and consequently the tailoring of its temporal shape.

We engineer the control field amplitude to provide a retrieved pulse (from the

atomic ensemble in rail 1) with a near Gaussian temporal profile (see 2nd peak

of solid green line in Fig. 4.3) to yield an efficiency (η1) of 12%. We notice

that because the length of our vapor cell does not accommodate the full length

of the original input pulse, we also have a leakage (see 1st peak of the solid

green line in Fig. 4.3). Notice that to compensate for the loss difference of

two rails, the stored pulse (solid green line in Fig. 4.3) is scaled by a factor of

1/3.9 in Fig. 4.3.
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Figure 4.3: Successive storage of light and the efficiency variation
compared to the stored pulse. Successive storage of classical pulses. Blue:
input pulse; Green: stored pulse; Red; The storage of the stored pulse. The
blue line is scaled to compensate for the losses of light between the first and
the second storage. Inset: The dependency of efficiency to the FWHM of
the stored pulse (green line). Blue: Efficiency of the first storage; Red: the
efficiency of the second storage; Purple: The overall efficiency of successive
storage.

The retrieved pulse passes through another Glan-laser polarizer (used to
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remove part of the control field with original polarization V) and an additional

beam displacer for recombination of beam paths. After this step, a 90/10 beam

splitter is used to send a majority of the retrieved photons back to the front

of the vapor cell (see Fig. 4.1) where a pick-off mirror sends the signal (from

the memory in rail 1) through the second rail. The timing of control field 2

is matched to the retrieval of the first memory to provide a second retrieval

sequence. As shown in Figure 4.3 (red line), the resultant cascaded stored

signal has three peaks as was predicted by our simulations.

To maximize the efficiency of the cascaded storage (ηT ), we modify the

duration of the control field used for the first retrieval which also affects the

temporal length of the retrieved probe field. This has a significant effect on ηT ,

as the optimal bandwidth of the retrieved pulse resembles the EIT bandwidth

of exhibited by the vapor cell. A total storage efficiency of ∼ 3% is obtained

when the duration of the control field for the first retrieval is 300ns. From these

values and back calculating the total propagation losses in the path connecting

rails 1 and 2 (∼ 53.4%), we can estimate the efficiency of the storage process in

memory 2 (η2), which yields a value of ∼ 25%. Since we are using independent

control fields, we can ensure our signal indeed represents excitations that have

been stored twice in different spin waves, and not remnants of excitation only

stored in rail 1.

Now that we have demonstrated our ability to successively store light

pulses, we turn our attention to investigating our system at the few-photon

level. Specifically, we are interested in benchmarking the behaviour of the

complete optical storage network and determine what the pertinent parame-
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ters are to obtain a cascaded retrieved signal (at the end of the network) that

is at the same level of the background produced by the experiment, i.e. a

signal-to-background ratio (SBR) of 1.

To do so, we will probe our system using faint coherent state pulses near

the few photon level. A histogram of the input state is shown in Figure 4.4

(solid green line, from 1 to 2 µs) for an input mean photon number to be ∼ 8.

In order to sufficiently extinguish the exorbitant number of photons coming

from the control field, we employ a filtering system akin to the one used in

a previous setup [27]. Note that because the dual-rail setup is generated by

beam displacers combining the rails in a single beam path, the filtering setup

allows us to examine either the storage of few-photon level pulses in rail 1

(see inset in Figure 4.4) or the cascaded storage at the output of rail 2 (main

Figure 4.4).

To determine the total storage efficiency (η1) in rail 1, we integrate the

number of counts over the region of interest (ROI) corresponding to the re-

trieved pulse (from 2 to 2.5 µs in the inset of Fig. 4.4) and subtract the

number of counts from a signal-free measurement of the background over

the same ROI (from 2 to 2.5 µs in the inset of Fig. 4.4). The magni-

fied background shape is also included ( dashed black line in the inset of

Fig. 4.4). The efficiency is then calculated by comparing this difference in

counts to the total counts in the transmitted probe through the filtering sys-

tem without atomic interaction. The signal to background ratio is obtained

in a similar fashion using the counts integrated over the ROI in the storage

histogram (signal+background) and the number of counts over a signal-free
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Figure 4.4: Quantum successive storage of light. Successive storage of
pulses containing 8 photons per pulse on average. Purple: input pulse; Red:
absorbed pulse; Green: retrieved pulse after first storage; Blue; retrieved pulse
after cascaded storage; The green bars are scaled to compensate for the prop-
agation loses between the storage experiments. Inset: The effect of reshaping
the retrieval control field on the storage of pulses. Storage using TTL driven
control field (blue bars) and storage counts obtained with a temporally mod-
ulated control field (green bars).

region in the same histogram (background). The SBR is then calculated as

[(signal+background)-(background)]/(background). In Fig. 4.4, the red bars

are again scaled by a factor of 1/3.9 to be consistent.

We show in the inset of Figure 4.4 that there is a considerable effect on η1

due to the temporal shaping of the control field retrieval pulse (green bars), as

compared to an experiment in which the control field 1 for retrieval is driven by

a TTL signal. The optimal retrieval corresponded to a peak power of 90mW in

the control field in the initial rail. We have measured a signal-to-background

ratio of 13 with an efficiency of 14.6% (see red histogram in Fig. 4.3) with the

input state containing a mean photon number of 8.
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Due to the NPBS, a majority of the photons retrieved from the first memory

are sent to the second rail together with all control field background photons

without passing through the filtering setup. We find that after propagation

losses (including the routing beam splitter and interconnecting losses from rail

1 to rail 2) of 53.4%, the mean photon number of the probe field at the input

of the second memory is 0.6 photons (for the probe) compared to 108 photons

from the background. The weak pulses are stored and then retrieved using

control field 2 (see dark blue histogram in Fig. 4.4). For comparison, we also

show the counts recorded when the input has been blocked (see light blue bars

in Fig. 4.4).

From the cascaded storage signal we obtain a SBR of 1.2 for our input state

with 〈n〉 = 8. Using a similar procedure to the one described in the previous

paragraphs we have determined the overall efficiency of the cascaded storage

(using a ROI in the interval from 3 to 4 µs in Figure 4.3) of ηT = 3.17%.

Similarly we can back calculate the efficiency of the second memory η2 to be

21.7%.

Finally we turn our attention to the noise characteristics of our cascaded

storage system. Specifically, we are interested in the influence of the back-

ground noise photons generated from the first optical storage event on the

final cascaded storage signal (after memory 2). To do so, we have measured

the cascaded storage efficiency (ηT ), efficiency of the first storage η1 and effi-

ciency of the cascaded (second) storage η2 with the mean optical power used

in the first optical retrieval. In order to obtain a quality SBR and efficiency,

we used input states containing an average of 18 photons per pulse and a
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Figure 4.5: Effect of first retrieval control field on Successive Storage.
Total efficiency (Blue line with circles) and the SBR of the second storage
(Red line with diamonds) verses the change in the first retrieval control field
power. Inset: SBR of first storage with increasing retrieval power.

TTL driven control field for the retrieval (as oppose to the reshaping method

described earlier). In this way, any noise photons generated when the first

control field is turned on (either leakage or atomic-triggered background) can

be measured at the time of the cascaded storage signal.

The filtering consists of a set of polarization elements supplying 42 dB

of control field attenuation while maintaining 80% probe transmission (sum-

ming both rails) followed by two monolithic, temperature-controlled etalon

resonators to provide a further 102 dB of control field extinction. Overall,

our setup achieves 154 dB control field suppression, including the 90/10 Beam

Splitter, while yielding a total 0.39% probe field transmission for the first

rail and a total 0.22% for the second rail, hence exhibiting an effective, con-

trol/probe suppression ratio of average 130 dB. We can see that the total SBR

after the cascading event (solid red line in Fig. 4.5) follows the behavior of
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the total storage efficiency ηT (solid blue line in Fig. 4.4). By comparison, we

can see that the SBR for the first storage event (see inset in Fig. 4.5) does

not follow the SBR of the cascaded procedure. This indicates that the second

EIT storage ensemble additionally serves as frequency filter of the background

noise generated from the first storage ensemble. From a quantum engineer-

ing point of view this becomes an interesting aspect, implying that filtering

schemes may only be needed before final measurement readout of a cascaded

set of operations. Having an inherent filtering system provided by the nature

of the setup could be beneficial over setups requiring filtering and clean-up

hardware and operations after each individual task. The availability of such a

self-filtering systems would lead to a decrease in both experimental overhead

and loss of signal in the construction of networks of this type.

4.2 Parallel Quantum Memories

So far we investigated the interconnectivity of two in-series light-matter in-

terfaces. In this section, we will discuss a network of two fully independent

polarization qubit quantum memories. As we discussed in chapter 1, a prac-

tical quantum repeater requires four quantum memories to store two pairs of

entangled photons. For the entanglement swapping process to be successfully

done in a quantum repeater, the outputs of two of these memories need to

interfere by passing through a non-polarization beam splitter which results in

entangling the photons stored in the other two memories.

One of the big challenges to create a quantum repeater is to demonstrate suc-
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Figure 4.6: The Blueprint of the random qubit station. The setup can be di-
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with a 400ns FWHM Gaussian curve after which pulses enter an optoelectri-
cal section capable of randomly (or sequentially) polarizing each pulse using
Electro-Optical Modulators (EOMs).

cessful Hong-Ou-Mandel (HOM) interference between two stored photons. In

order to show that our memories are capable of perfectly preserving the ini-

tial states and retrieve identical pulses, we create a HOM measuring station,

Charlie, to measure the coincidence rate of photons in two individual single

photon counters. Because any 1:1 beam splitter is a unitary transformation, if

two identical photons arrive at a beam splitter, the probability of simultaneous

click of the two photon counters goes down to zero. In the case of weak co-

herent pulses containing on average less than a photon, the HOM coincidence

rate goes to half of the rate for two indistinguishable photons, hence giving us

a tool to measure how identical the output of two separate quantum memories
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are.

4.2.1 Experimental Setup

Four independent AOMs, placed in Lab I, are responsible for temporally shap-

ing the probe and control field input of each memory (see fig. 4.6). To be in

line with the quantum communication community, we name the two probe in-

puts as Alice and Bob. As the network grows, the precise control of the AOMs

becomes more crucial. Three signal generators are clocked to each other to

provide the 80MHz frequency modulation needed for the AOMs with enough

flexibility for fine tuning the two-photon detuning of each memory. Two wave

generators triggered by the master quantum composer are used to generate the

400ns FWHM Guassian envelope of the probe pulses. We use single photon

counting modules (SPCMs) to fine tune the widths and the arrival time of the

pulses with a nano-second precision. After the Gaussian pulses are generated,

two Electro-Optical Modulation units (EOMs) are in place to code the desired

polarization states on the pulses. EOMs are capable of modulating the output

polarization based on the input applied voltage on the |H,V >/|R,L > plane.

Using a set of wave-plates we map this plane on |H, V >/|D,A > and after

calibrating the input voltages (usually in the range of 0-500V) we can generate

|H >, |V >, |D > and |A > states. Two fast switching high voltage amplifiers

are responsible to apply the input voltage while the temporal pulse is inside

the AOM. Both voltage amplifiers are controlled with an FPGA-based circuit

for fast switching. The FPGA can be programmed to generate any sequence

of polarizations including a fully random sequence. All the electronic com-
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ponents are made in our lab and the latest generation of our FPGA-based

circuit has an internal random number generator based on atomic decay of Cs

isotopes. For this section we will employ the FPGA to generate a pre-assigned

sequence of polarizations. Finally, the qubit sequence is delivered to Lab II

via 30m long non-polarization maintaining single-mode optical fibers.

Two individual dual-rail quantum memories at Lab II, are responsible for re-

ceiving and storing photons from Alice and Bob (see fig. 4.7). The technical

layout of each memory is identical to the setup used in Chapter Two. Upon

successful storage of pulses in both memories, the output of the memories

are fiber-coupled to the Charlie station for quantum interference measurement

(see fig. 4.7, orange inset).

Charlie is a four-SPCM-based multi-purpose quantum measuring station de-

signed to be used for HOM, BS, and MDI-QKD measurements. Alice and

Bob input pulses are compensated for any polarization rotation at the input

of Charlie before entering a 1:1 non-polarizing beam splitter (NPBS). The

NPBS is customized to have 50/50 ratio within ±2%. After the NPBS, a PBS

at each port splits the photon pulses into H and V and sends them to four sep-

arate SPCMs. If the input photons are decoded to be H(V), the coincidence

rate is only between detectors 1 and 3(2 and 4). For all other polarizations

we measure the coincidence rate of photons arriving at detectors 1+2 and

3+4 simultaneously. The quantum interference happens at the NPBS which

results in a reduced coincidence rate of the indistinguishable photons. It is

shown that for true single photons this rate goes down to zero while for weak

coherent pulses containing on average one or less photons the rate reduced to
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50%.

Figure 4.8: The HOM measurement results of polarized photons generated by
Alice and Bob and Charlie station: a) HOM dip vs. the pulse delay, and b)
HOM oscillation of all four polarization states vs. polarization rotation.

4.2.2 Second-Order Interference of Polarization Qubits

There are two common approaches to measuring HOM interference, by either

scanning the input polarization or by scanning the temporal overlap. The

key is to scan a parameter that varies the ”degree of indistinguishability” of
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the arriving photons. A typical design of HOM measuring setup contains a

piezo-mounted mirror to allow for fast scan of the photons temporal overlap

by changing the path length of one pulse with respect to the other. Such scan

is not applicable to our system as the spatial coherence length of our qubits

(120m in free-space) is much longer than the scan range of a piezo. To solve

this obstacle, we directly scan the delay parameter of the wave generator that

creates the temporal envelope of Alice (or Bob) AOM. We observe a 48% de-

crease in the coincidence rate (see fig. 4.8a) of horizontally polarized inputs

with an average < 0.4 > photons per pulse. The 2% loss in the HOM visibility

can be related to the accuracy of the EOMs in modulating the polarization of

the pulses and the mode-matching of the beams at the NPBS at Charlie. As

expected, the width of the HOM curve matches exactly the temporal width of

the input pulses (200ns for this measurement).

When using polarization qubits, it is also possible to observe the quantum

interference while the pulses are fully overlaping by continuously varying the

polarization of the qubits. This can be achieved by rotating the input polariza-

tion of one of the pulses relative to the other. Eventually, after a 90o-degrees

rotation, the qubit polarizations will be perpendicular to each other, which re-

sults in two distinguishable photons with a maximum coincidence rate at the

outputs of the NPBS. To ensure that our setup is balanced for all the input

states, we have measured the HOM oscillation versus the relative polarization

angle for all four qubit states (see fig. 4.8b) and achieved an average of 48%

(±0.2%) decrease in the coincidence rate.
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Figure 4.9: Mode-Matching of four single rail quantum memories: (a) The
EIT lines for |H > and |V > rails, purple line: memory-free transmission,
black line: atomic absorption, dark and Light blue: EIT lines for each rail of
Alice memory and dark and light red: EIT lines for each rail of Bob memory.
(b) Classical storage of each memory rail, black lines: input pulses for Alice
and Bob, dark and light blue: storage of |H > and |V > pulses with Alice
memory and dark and light red: storage of |H > and |V > with Bob memory,
respectively.
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Figure 4.10: Simulta-
neous storage of few pho-
tons pulses carrying a |D >
polarization in two separate
quantum memories

4.2.3 Second-Order Interference of stored photons

Each polarization quantum memory consists of two rails for storing |H > and

|V > components of optical pulses. To preserve the indistinguishability of the

input polarization qubits during the storage, all four memory rails must have

identical EIT bandwidths (to preserve the frequency of the qubits) and stor-

age efficiencies (to preserve the polarization of the qubits). This is possible

by carefully adjusting all the electrical and optical parameters of the quantum

memories (see fig. 4.9). Furthermore, we have made sure that all the four

etalon filters have similar bandwidths (20MHz-40MHz)and identical transmis-

sion for |H > and |V >. Figure 4.10 demonstrates the 1µs long storage of two

|D > polarized pulses from Alice and Bob in our two dual-rail memories. As

the first step, we have increased the number of input photons to an average of
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< 10 > per pulse in order to achieve high enough SBRs to avoid the destruc-

tive effects of the background noise (which is unpolarized) and solely study

the retrieved pulses. One of the advantages of having quantum memories in

this setup is that the input pulses do not need to be generated simultaneously

and as long as they depart the quantum memories and arrive at Charlie at the

same time, the second-order interference should be observable. This is a key

feature that allows quantum repeaters defeat the natural losses of fiber optics

while allowing the realization of imperfect quantum networks.

Figure 4.11: Hong-Ou-
Mandel quantum interfer-
ence for the output of the
two quantum memories.

The stored pulses then overlap at Charlie where we can measure their coin-

cidence rate. We generate temporally identical outputs by carefully matching

all the relevant parameters in the quantum memories such as two-photon de-

tunings, storage time, filtering transmission, and the EIT linewidths. The

coincidence rate is measured versus the relative polarization of output pulses

(see fig. 4.11). In the beginning, both memories are retrieving identical pho-

tons with the same temporal shape, frequency, and polarization, resulting in
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a minimum in the coincidence rate. We then rotate the polarization of one of

the output pulses before it reaches the beam splitter in order to make them

distinguishable. Doing so results in a peak in the coincidence rate after 45

degrees rotation. We measure an interference visibility of V = 46.8%± 3.4%.

The major source of the imperfection of the visibility is due to the input po-

larization station and Charlie’s alignment. Typically the EOMs modulate the

polarization within 1% accuracy which translate to 2% visibility loss at Char-

lie. The achieved results correspond to a quantum impedance matching fidelity

of 97.6% between the output of two memories. This result can be used as a

proof of principle for the feasibility of using EIT-based quantum memories as

the building blocks of quantum repeaters.

4.3 Summary

In summary, we have demonstrated the cascaded storage of few-photon level

pulses using two distinct room temperature ensembles contained in the same

vapor cell. Our results show that with our current technology it is possible

to realize the interconnection of two quantum light-matter interfaces in a se-

quential manner, a key attribute of a quantum optical network. This could be

a milestone towards building more sophisticated machines that include many

more interacting quantum nodes, thus paving the way for elementary one-

way quantum information processors. We have also demonstrated an optimal

quantum interference between the output of two separate quantum memories,

a key feature for development of future quantum repeaters. In the next chap-
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ter, we will conduct a final test on the quantum memories and use them within

quantum secured systems.
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Chapter 5

Quantum-Secured Systems

So far we have demonstrated the benefits of using EIT-based light-matter

interfaces at room temperature to create quantum nodes for storage and pro-

cessing of quantum information. We also deployed these nodes in networks of

two memories to achieve the quantum connectivity needed to move towards

developing more complex systems such as quantum repeaters. To be suitable

for quantum communication purposes, these memories must pass one final test,

store quantum information securely. The most important advantage of using

quantum communication over digital networks is to boost the cyber-security

of the channels to an eventual goal of un-hackable networks. The integrity

of todays communication networks depends on well-known public key ciphers.

These algorithms are based on mathematical equations that are fast to com-

pute but require an excessive amount of processing power to decrypt. One of

the biggest weaknesses of these protocols is that they are only secure against

the current processing power accessible to hackers. The calculations needed
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to break into a channel which take years now will be done within a second

using a potential quantum computer. The most promising hardware option

and long-term solution to address these issues is quantum cryptography. This

method uses quantum properties such as the anti-commutator relationship be-

tween two observable to exchange secret information. The security of quantum

ciphering relies on the fundamental laws of nature, which are invulnerable to

increasing computational power, new attack algorithms or even quantum com-

puters.

Development of such secure networks is currently limited by the optical fiber

loss to distances about 100km. Quantum repeaters can be the key to break

this barrier and realize intercontinental quantum communication networks but

even before that, integrating quantum memories and entanglement sources

within these networks can help to achieve quantum-secured communication

between cities and nearby states. In this chapter, we will design a quantum

system consisting of several quantum modules all working together to realize

an ultra-secure communication link. We then integrate quantum memories

to these systems in order to study how these memories respond to receiving

random strings of polarization qubits.

The bulk part of this chapter is on a quantum system in which a room-

temperature quantum memory assists a quantum-secured network based on

the BB84 protocol. Such a network that is intrinsically secure and operates

over long distances requires the interconnection of several quantum modules

performing different tasks. In this chapter we study the interconnection of four
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different quantum modules: (i) a random polarization qubit generator, (ii) a

free-space quantum communication channel, (iii) an ultra-low noise portable

quantum memory and (iv) a qubit decoder, in a functional elementary quan-

tum network possessing all capabilities needed for quantum information dis-

tribution protocols. We create weak coherent pulses at the single photon level

encoding polarization states |H〉, |V 〉, |D〉, |A〉 in a randomized sequence. The

random qubits are sent over a free-space link and coupled into a dual rail room

temperature quantum memory and after storage and retrieval are analyzed in

a four detector polarization analysis akin to the requirements of the BB84

protocol. We also show ultra-low noise and fully-portable operation, paving

the way towards memory assisted all-environment free space quantum crypto-

graphic networks. The last section of this chapter will provide the road-map

for developing network of multi-memory MDI-QKD.

5.1 Development of Modular Quantum Net-

works

5.1.1 Introduction

The field of quantum information has recently seen remarkable progress regard-

ing the implementation of elementary quantum devices and quantum com-

munication protocols. On one hand, the advent of photonic quantum com-

munication using long distance free space links [127, 128, 129, 130, 131] has

opened the possibilities to securely exchange quantum states and entanglement
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Figure 5.1: Experimental setup for free-space quantum communica-
tion. In Laboratory II Alice creates a random sequence of four orthogonal
qubits (|H〉, |V 〉, |D〉, |A〉). The 400ns-long qubits are produced every 40 µs.
The qubits propagate in a free-space quantum communication channel over a
distance of ∼ 20m and are then directed into a dual rail room temperature
rubidium vapor quantum memory in Laboratory I. The control storage pulses
are time-optimized to the arrival of the qubits in front of the memory. In
Bob’s site a four detector setup measures all possible basis at the exit of the
memory to determine the quantum bit error rate (QBER). PBS: polarizing
beam splitter, WP: wave plates, AOM: acousto-optical modulator, BD:beam
displacer, GL: Glan-laser polarizer.

[132, 133, 134]. These developments together with quantum key distribution

protocols have enormous potential for the creation of a global, secure quantum

information exchange network [135, 136, 137, 138, 139, 140, 141]. On the other

hand, an entirely different community of quantum scientists has developed

sophisticated quantum light matter interfaces capable of receiving, storing

and retrieving photonic qubits [142, 143, 144, 145]. Such devices, collectively

known as quantum memories already operate with high fidelities[146, 147, 187],

long storage times [149, 150] and high storage efficiencies [151, 152]. Further-

more, quantum memories already operate at room temperature [126, 153, 154],

thus facilitating their interconnection with other quantum devices.
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The construction of an interconnected set of many quantum devices that

performs secure communication protocols in outside settings and with moving

targets it is now within experimental reach [155, 156, 157]. Therefore it is

of utmost relevance to engineer elementary networks of a few quantum nodes

and quantum channels in order to understand the potential of these novel ar-

chitectures [45, 46, 158, 159]. The emergent behaviour of such small quantum

networks should allow us to realize more sophisticated quantum procedures

[160]. An important example of such an elementary network will be the mod-

ular connection of quantum cryptography systems operating over free-space

quantum channels [161], assisted by room temperature quantum memories in-

creasing the distance, security and connectivity of quantum key distribution

protocols [141, 140].

Paramount to the creation of such a free-space memory assisted quantum

communication network is the use of shot-by-shot unconditional quantum

memories capable of supporting the specific technical demands of outside-

of-the-laboratory quantum communication channels. Among them, accepting

random qubit states necessary to perform quantum key distribution proto-

cols, having a minimized quantum bit error rate (QBER) and receiving spa-

tially multi-mode signals, while simultaneously being cost-effective and fully-

portable. These capabilities will allow the construction of elementary quantum

networks without the need for frequency conversion among their components,

that are intrinsically secure, quantum coherent and compatible with long dis-

tance operation.

Throughout this chapter, we report the creation of such an elementary quan-
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tum network in which we mimic these desired properties into a scaled down

setup. We present individual experiments addressing the various challenges in

order to create the quantum connectivity needed to perform memory-assisted

long distance communication of random polarization qubits. To our knowl-

edge, our results represent the first time that the ideas of quantum communi-

cation, as used in the well known BB84 protocol, are combined with low-noise

room-temperature quantum storage. Our results are obtained by cascading

four different quantum modules: a random polarization qubit generator, a free

space quantum communication channel,warm vapor quantum memory and a

qubit decoder.

5.1.2 Experimental procedure.

Our elementary quantum network starts with the creation of a sequence of four

polarization states (|H〉, |V 〉, |D〉 = 1/
√

2(|H〉+ |V 〉), |A〉 = 1/
√

2(|H〉− |V 〉))

in a distant laboratory (Alice’s station, Laboratory II in Fig. 5.1). To test

a different input preparation method, we create the qubits using 400ns-long

pulses produced every 40 µs by 4 individual acousto-optical modulators. In

order to compensate for small deviations in the length of each AOM track, the

AOMs are each driven by independent sources regarding their amplitude and

frequency modulation. The setup is designed to generate either an ordered se-

quence of four qubits in cycles of 160 µs (see Fig. 5.2) or a train of qubit pulses

where the modulation sources are controlled by a FPGA chip programmed to

randomly trigger one of the four AOM’s. The resulting random sequence of

pulses is attenuated to the single-photon-level and then sent into free space

96



quantum channel module.

The qubits created in the Alice station propagate in a free-space quantum

communication channel over a distance of ∼ 20m without shielding or vacuum

propagation and are then directed to a quantum memory setup in a different

laboratory. We have chosen the characteristics of this setup as a test bed of

the interconnectivity of this station and the quantum memory setup under

more challenging out-of-the-laboratory operation. Of particular interest are

the shot-by-shot changes in the mean input photon number due to the air tur-

bulence between the laboratories and the capability of the memory to receive

random polarization inputs, pulse-by-pulse. By careful alignment the loss in

the free space propagation is set to be less than 4%. Together with 63% fiber

coupling efficiency at the receiving end of the quantum memory setup this

yields a total transmission of 59% for the quantum communication channel.

The shot-by-shot fluctuations in the mean photon number were measured to

be ∼ 5%.

Located in Laboratory I is the room temperature quantum memory in

which we store the incoming qubits. The quantum memory is based upon

a warm 87Rb vapor and controlled using electromagnetically induced trans-

parency (EIT). Two independent control beams coherently prepare two vol-

umes within a single 87Rb vapor cell at 60◦C, containing Kr buffer gas to

serve as the storage medium for each mode of the polarization qubit. We em-

ployed two external-cavity diode lasers phase-locked at 6.835 GHz. The probe

field frequency is stabilized to the 5S1/2F = 1 → 5P1/2F
′ = 1 transition at a

wavelength of 795 nm while the control field interacts with the 5S1/2F = 2 →
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Figure 5.2: Storage of a sequence of qubits. (a) A stream of polarization
qubits with on average 3.5 photons propagates through a free space quantum
communication channel of 20m. In the quantum memory site, the single-
photon level qubits are received and stored sequentially using timed control
field pulses. (b) Histograms for each of the polarization inputs after storage
(dark blue) and background floor (light blue). Each histogram is presented in
a 2µs time interval (see dashed black divisions). The fidelities are estimated
from the signal-to-background ratio
.

5P1/2F
′ = 1 transition. Polarization elements supply 42 dB of control field at-

tenuation (80% probe transmission) while two temperature-controlled etalon

resonators (linewidths of 40 and 24 MHz) provide additional 102 dB of control

field extinction. The total probe field transmission is 4.5% for all polarization

inputs, exhibiting an effective, control/probe suppression ratio of 130 dB [?].

The control field pulses are time-optimized to the arrival of the qubits in front

of the memory (see Fig. 5.2a).

After passing through the polarization independent frequency filtering sys-

tem, the stored pulses enter the Bob module, which is equipped with a non-

polarizing beam splitter (separating the Z = {|H〉, |V 〉} and X = {|D〉, |A〉}

bases) and two polarizing beam splitters whose outputs are detected by four

single-photon counting modules (SPCM). Each SPCM corresponds to a differ-
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ent polarization state. This allow us to compare the detected sequence with the

originally sent qubits and estimate the influence of the photonic background

of the memory in the evaluation of the QBERs.

5.2 Storage of a sequence of four polarization

qubits after free space propagation.

In our first experiment, a string of four ordered polarization qubits (|H〉, |V 〉,

|D〉 and |A〉) is sent from Alice module to the memory and Bob terminal

through the free space channel in order to test the compatibility of all the

modules and the performance of the quantum memory at the single photon

level (see Fig. 5.2). The characterizations of the qubits after storage is done

with a single detector placed after the memory bypassing the polarization

analysis setup. We create histograms using the time of arrival and estimate a

best-case-scenario fidelity of the stored polarization qubits containing on av-

erage 1.6 photons per pulse right before the memory.

We evaluate the signal to background ratio (SBR) in the measurements, de-

fined as η/q, where η is the retrieved fraction of a single excitation stored in a

quantum memory and q the average number of concurrently emitted photons

due to background processes. Both are calculated by integrating the retrieved

and background signals over 100 ns intervals. The fidelities are then estimated

as F = 1 − 1
2
q
η
. Our analysis shows that even with the additional constraint

of shot-by-shot fluctuations in intensity due to free space propagation and the

addition of randomly polarized background photons in the memory, maximum
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fidelities of 92% for |H〉, 92% for |V 〉, 90% for |D〉 and 93% for |A〉 can still

be achieved.

These results are clearly above the classical threshold limit of 85% for the cor-

responding efficiencies thus providing the necessary condition of unconditional

quantum memory operation [126]. They also show that our room temperature

quantum memory implementation operates with the same parameters regard-

less of the polarization input, a fundamental attribute if the memory were to

work as either a synchronization device for quantum cryptography protocols

in which a stream of random qubits is used to distribute a quantum key or a

as memory for polarization entanglement in a quantum repeater architecture.

5.3 Storage of a random sequence of polariza-

tion states with high photon number.

After showing unconditional memory operation over the free space network,

we now show that the network also operates with high fidelity on a pulse-by-

pulse basis, demonstrated by full polarization analysis at Bob location. This is

done by randomizing the polarization input of the experiment. Further insight

into our current capabilities is obtained by analyzing the quantum bit error

rates (QBER) QX and QZ for X and Z bases after propagation and storage.

Starting with pulses containing high number of photons (∼ 100 photons, see

Fig. 5.3), we evaluated the QBER after storage of the random polarization

states. An average QBER of 0.57% for the two orthogonal bases have been

measured within a region of interest equal to the input pulse width. This
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Figure 5.3: QBER evaluation of the long distance communication
setup plus memory. In the Bob site the polarization states are received and
stored sequentially in a room temperature quantum memory. We randomly
choose one of the Z and X bases to measure the polarization state, and then
calculate the QBER over a region of interest equal to the input pulse width
(red bars). We show histograms on the photons counts in each of the four
polarizations. The first peak represents non-stored photon (leakage) while the
second peak represents the retrieved photons. In an experiment with high
input photon number, the obtained QBERs are less than 1%, as it can be seen
in the low counts corresponding to undesirable polarization detections.

QBER is compatible with the typical error rate obtained in a standard quan-

tum key distribution experiment. The importance of this result is two-fold:

1) the storage process at room temperature does not intrinsically add non-

unitary rotation to the states, and in the limit of high signal-to-background
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has negligible effect on the total QBER; 2) the memory is capable of storing

and retrieving generic polarization qubits on a shot-by-shot level.

5.4 Storage of a random sequence of polariza-

tion qubits.

In our next experiment the complete state measurement in the two bases was

used again for an input of 1.6 photons before the memory, corresponding to 3.5

photons at Alice station. The evaluated QBERs after storage for polarization

qubits are QZ= 11.0% and QX =12.9% over a 100 ns region (see Fig. 5.4). The

increase of the QBERs is only due to the background noise which is much more

significant at the single-photon level. Nonetheless, the fidelities (corresponding

to 1−QBER) still remain higher than the classical limit for the corresponding

storage efficiency. The latter result is rather counter-intuitive when dealing

with superpositions |D〉 and |A〉 as it implies that the two rails forming the

quantum memory store or miss the pulse coherently (in order to preserve the

storage fidelity for that particular polarization), as opposed to retrieving rather

|H〉 or |V 〉 at any given time in a shot-by-shot experiment. This ability is

crucial in networks performing quantum key distribution protocols and it also

shows that the memory is currently capable of receiving entangled polarization

states without distorting them. We do mention that this last experiment

constitutes the quantum communication part of the well known BB84 protocol

[162], with the addition of a synchronizing quantum memory between Alice

and Bob.
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Figure 5.4: QBER evaluation for single photon level experiment. (a)
The QBER is calculated in a 100ns window (red bars). QBER of 11.0%
and 12.9% are respectively achieved for Z and X bases. At the single-photon
level undesirable polarization rotations remain absent, noise in the orthogonal
channel arises from control-field induced non-linear processes.

5.4.1 Noise-free operation and QBER improvements.

In order to unlock the potential of our elementary realization as a quantum

cryptography network, the main bottleneck identified in the aforementioned

experiments is the memory performance at the required single-photon level.

Naturally, there has to exist a compromise between room-temperature, all-

environment operation and the background noise of the device at the quan-
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Figure 5.5: Noise-free quantum memory operation. a) Noise reduction
by introducing an auxiliary field (light-blue histogram), the interaction be-
tween dark-state-polaritons creates a background free region. Retrieving the
probe under these conditions results in a SBR >25. The SBR is calculated
using a 100 ns intergration region at the peak of retrieve signal and a mini-
mized averaged background obtained in a 1 µs region centered around 5.2 us
(divided by 10). (b) Quantum key distribution rate vs mean photon number
and quantum bit error rate. Color bar represents the key rate. The line inter-
secting light blue and dark blue (negative key rate area) corresponds to the
boundary for the positive key rate. The white dots indicate the regime of bare
quantum memory and noise-free memory regimes.
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tum level, thereby creating limits to the achievable QBER. As we extensively

discussed on Chapter 2, in our EIT configuration the single-photon level back-

ground mechanism is produced by several non-linear effects. Figure 5.5a shows

the results of a one-rail experiment including the extra-repumper (light-blue).

We can see that after retrieval, the two dark-state-polariton interaction creates

regions without the additional background noise. In this experiment the auxil-

iary field strength is increased to highlight the noise-free regions. We measured

a SBR ∼ 26 for an input 〈n〉 ∼ 1.3 photons. We can then infer a correspond-

ing fidelity of 97% and QBER’s ∼ 3% for 〈n〉 ∼ 1 (see caption in Fig. 5.5).

Another important effect of this technique is the increase of the efficiency at

single photon level when there is no limitation on the power of control field

used for retrieving the photons. Increasing the control field power boosts up

the storage efficiency to 30-50% without affecting the noise-free regions.

The relevance of this new regime of operation is highlighted by analyzing its

consequences in the achievable quantum key distribution rate (R) per channel

efficiency for sharing random secret key, encoded in random polarization states,

between Alice and Bob. R depends on the quantum bit error rate (QBER)

and the mean photon number µ. In the infinite key length limit, it is given by:

R = µ(e−µ(1−H(QX))−H(QZ)f(QZ)), where QX and QZ are the QBERs,

H(x) is the binary Shannon entropy function and f(QZ) is the efficiency of

the classical error correction protocol. We have evaluated the absolute key

rate vs. the input photon number and our average QBER with f(QZ)=1.05

[163] for two cases. In the first case we include the bare quantum memory

operation (QBER = 11.9% for µ = 1.6). Fig. 5.5b shows that this regime lies
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just outside of the region for positive key rate generation, indicating not fully-

secure qubit communication. This situation is fully-corrected by applying the

noise reduction techniques explained above, as in this new regime the operation

(QBER = 3% for µ = 1) is well inside the secure communication threshold.

This is a very important achievement as our quantum network has all the

elementary capabilities for quantum cryptography operation.

5.4.2 Fully-portable quantum memory operation.

In order to boost the achieved quantum network operation towards all-environment

qubit connections between distant isolated locations, portable and robust

quantum memories are paramount. In our last experiment we show the storage

of single-photon level qubits in a first-prototype of a fully-portable plug-and-

play memory. This prototype has the same features of the designs used in our

aforementioned experiments but is fully independent of laboratory infrastruc-

ture as it only requires the probe photons and an EIT control field as inputs.

It also possesses a miniaturized version of the filtering system with indepen-

dent temperature controllers. A detailed depiction of the portable memory is

shown in Fig. 5.6a. In Fig. 5.6b we show a storage of light experiment in

which we store pulses with a mean photon number 〈n〉 ∼ 2, in a single-rail

experiment, corresponding to a SBR of 7.2.

106



1st Etalon 2nd Etalon Memory 

Output eld 

Probe eld 

Control eld 
 

Temperature controller 

3-layer Mu-metal shielding  

Rb 87 vapor cell 

Heater 

0 2 4 6 8
0

500

1000

1500

2000

2500

Time ( µs)

In
te

gr
at

ed
 C

ou
nt

s
a)

b)

Figure 5.6: a) Prototype of a room temperature portable quantum memory.
Upper-right inset: Detail of one of the frequency filtering units, including the
silica etalon, isolation oven, temperature control cold-plate and PID temper-
ature regulation circuitry. Bottom-left inset: Detail of the interaction zone
including the Rb cell, temperature control electronics and three-layer mag-
netic shielding. b) Storage of single-photon level light pulses in the portable
quantum memory.
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Figure 5.7: The experimental scheme of our MDI-QKD network. Alice and
Bob generate randomized polarization qubits at Lab I while Charlie at Lab
II reports back the result of the quantum interference measurement to both
parties.

5.5 Towards Memory-Assisted MDI-QKD Sys-

tems

So far our quantum system consisted of quantum modules for a BB84 protocol

with an integrated quantum memory module. As explained above, BB84 starts

with Alice generating a random sequence of polarized qubits and ends with

Bob measuring the arriving qubits in randomly selected polarization bases.

This protocol suffers from two major weaknesses. The security of the network

is conditioned upon perfect Alice and Bob stations. Although it is possible

to create true random string of qubits with a near unity fidelity ( In our case

an average fidelity of 99.5%), the average efficiency of single photon counters

is still well below 90% (57% for the SPCMs in our lab). Such low efficiency
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detectors jeopardize the security of the network even if the protocol is imple-

mented perfectly. The other major issue with BB84 is its susceptibility to the

losses in optical fibers, preventing the secure links to be established beyond

100km at telecom wavelength.

Both of these challenges can be resolved by a protocol known as Measurement-

Device-Independent QKD [164, 165]. In this protocol both Alice and Bob

generate their own random string of qubits which they then transmit to a

public measuring station, Charlie. Charlie (which does not need to be in a

secured location) then does a Bell-State measurement on the simultaneously

arriving photons using a four-SPCM configuration (see fig. 5.7) and publicly

announces the measured Bell states. By knowing these states and upon estab-

lishing a classical communication link, Alice and Bob can securely reconstruct

the key generated by each party and ensure the security of the network. In

this protocol, not only does Charlie not need to have access to perfect photon

counters, due to the symmetries of the protocol structure Alice and Bob can

use techniques such as entanglement swapping to overcome the optical fiber

loss. Since Charlie requires both qubits to arrive simultaneously, quantum

memories can play a major role by providing the synchronization buffer time

the system needs. In fact, quantum memories alone, without the need of en-

tanglement sources, can double the secure distance between Alice and Bob

by synchronizing the qubits which are successfully transmitted over the long

fibers.

We have developed all the infrastructure needed for implementing an MDI-

QKD system (see fig. 5.7) along with two fully functional dual-rail quantum
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memories to assist the network (see fig. 4.7 and 4.9). Furthermore, we already

demonstrated a maximum quantum connectivity between Alice, Bob, Charlie

and both quantum memories(see section 4.2). We estimate the realization of

our memory-assisted MDI-QKD network by the end of fall 2018.

5.6 Summary

In conclusion, we have shown for a first time a system of quantum devices in

which breakthrough operational capabilities are possible. We have achieved

the first proof of principle combination of free-space propagation of random

single-photon level polarization qubits and their storage and retrieval in a

room temperature quantum memory. These results effectively constitute the

quantum part of the BB84 protocol with the addition of a quantum mem-

ory. Furthermore we have shown noise-suppression techniques that allow our

network to operate in a regime useful for quantum cryptographic communica-

tion with low QBER’s. We have also shown the development of the structure

needed for a double-memory MDI-QKD network. Together, all these capa-

bilities pave the way for more sophisticated applications using a network of

portable quantum memories.

Lastly, we demonstrated how these memories can be designed to be portable

to operate outside a laboratory environment. The performance of our envi-

sioned applications will benefit from a continuous development of our portable

technology, including an increase in the speed (bandwidth) of the memory
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together with shorter pulse duration and an increase in the success rate of

the storage procedure by means of heralding. These chapters cover our efforts

towards designing a platform for scalable room temperature quantum process-

ing networks using EIT-based light-matter interfaces. For the first time to our

knowledge, high performance quantum nodes are integrated in networks with

high quantum connectivity between them, paving the path for scaling up the

networks to many more quantum nodes. In the next and final chapter, we will

briefly overview the directions for expanding these networks and their many

potential applications.
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Chapter 6

Outlook

Throughout this dissertation and since the spring of 2013, we have been fol-

lowing a very specific goal, to not only realize various quantum operations at

room-temperature, but also develop a platform using which all these opera-

tions can come together in the form of a quantum system. Two of the most

known examples of quantum systems are quantum simulators and quantum re-

peaters. Each of these systems can realize capabilities that are unmatched by

any classical technology. For instance, quantum repeaters are the missing in-

gredient of intercontinental quantum communication and have the potential of

revolutionizing the current telecommunications technology into a fully-secured

hack-proof infrastructure. Such quantum networks can be also used to evolve

many other technological fields such as autonomous vehicles and block-chains.

Even though for long-distance applications we need to able to mass produce

many quantum repeater nodes, each node on its own is a very complex sys-

tem of several quantum modules. Two entanglement sources, four quantum
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memories, (possibly) eight quantum frequency converters and a (potentially

deterministic) Bell-state measuring (BSM) module, all working together in

perfect harmony for a quantum repeater to beat the optical fiber losses. The

main focus of this dissertation was on development of atomic quantum mem-

ories and their quantum connectivity between each other and other electro-

optical quantum modules. Parallel to these efforts, our lab has been working

on the other modules required in a quantum repeater: entanglement sources,

frequency converters and phase-phase modulators to herald the memories and

potentially be used in the design of a deterministic BSM module.

In this final chapter, we will briefly review the aforementioned devices and end

the thesis by discussing the road-map ahead for developing a quantum system

as complex as a quantum repeater at room-temperature.

6.1 Universal Set of Quantum Devices at Room-

Temperature

We have in depth described the experimental realization of quantum memo-

ries and quantum simulators as two key modules of major quantum systems.

There are other nodes currently under development, all with the outlook of

joining our quantum network prototyping experiments together. We have re-

cently demonstrated single photon-level cross-phase modulation operations at

room temperature based on the same EIT platform. We have characterized

the quantum states of pi-phase-shifted single-photon-level pulses in a double

lambda closed-loop system [166, 167]. For particular choices in control field
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Figure 6.1: (left) Illustration of the output probes’ Wigner function motion in phase space
as the systems input phase is changed, triggered by a single photon level signal field.(right)
A rendering of a room-temperature few-photon level phase gate. (Inset) Closed loop double-
lambda system.

strength and input phase, the fidelity of the reconstructed quantum state can

reach higher than 90% while having a pi-radians phase shift with respect to

an original reference [168] (see Fig. 6.1). This node can enable the realization

of several key technologies such as heralded quantum memories, deterministic

Bell-State measuring devices and possibly a single photon level phase-phase

quantum gate.

It is more beneficial to operate at telecom wavelengths (1300-1500nm) in

order to maximize the transmission distances with a minimum number of quan-

tum devices. Having low-noise light-matter interfaces in which quantized fields

can be manipulated is the perfect spring board towards designing single photon

frequency converters under EIT conditions [169]. We have recently achieved

the wavelength conversion between the rubidium D1 and D2 lines through the

use of adiabatic transfer using double-lambda schemes (see Fig. 6.2a) with a

conversion of ∼10% for classical input pulses.
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Figure 6.2: (a) Frequency conversion between the Rb D1 and D2 lines after storage
and retrieval with different control fields (795nm: solid yellow, 780 nm: solid blue). Input:
dashed red, 795nm: solid red, 780nm: solid green. Inset: Double-lambda configuration used
to drive the adiabatic conversion, (b) atomic diamond scheme to achieve conversion from
795nm (solid red) to 1367nm (solid blue) using pump I at 780 nm and pump II at 1324nm
(solid green).

As the next step, to create the essential photons at telecommunication

wavelengths, nonlinear down conversion can be employed in rubidium using a

diamond scheme [170]. This system requires a photon input at 795nm, and

two pumps at 780 and 1324nm in order to generate a photon at a telecommuni-

cation wavelength of 1367nm (see Fig. 6.2b). Such a device can be developed

and optimized in a table-top rubidium cell setups at the single-photon-level for

reversible inputs at 795nm or 1367nm [171, 170, 172, 173, 174, 169, 175, 176].

Our lab has been also developing single photon sources tuned to Rb transi-

tions based on Spontaneous Parametric Down-Conversion. The bow-tie cavity
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a

Figure 6.3: (a) The blueprint of a narrow-band quantum source tuned to Rb transitions,
and (b) the experimental setup involving the OPA, bow-tie cavity and the locking system.

is pumped with 397.5nm light produced from a Second Harmonic Generation

cavity (see fig. 6.3). The cavity is then stabilized using both a Pound-Drever-

Hall and a frequency-lock ensuring emission at the right wavelength. The

obtained narrow 2MHz cavity linewidth provides the spectral requirements on

photons that are coupled to electromagnetically-induced transparency (EIT)

based atomic experiments. By replacing the crystal inside the cavity with

type II periodically poled non-linear crystals, the source can produce entan-

gled photons within EIT bandwidth.

6.2 Realizing Many-Devices Quantum Systems

So far we have accomplished several milestone to realize a quantum system as

complex as a repeater node. Development of the quantum memories, imple-

menting networks of multi-memories, demonstrating systems of two memory
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interference and memory-assisted QKD were a few of the necessary milestones

to achieve before scaling up the network. In this final section we discuss

the path ahead and the proposed technological advancements and mile-stones

which need to be achieved to realize such quantum system.

6.2.1 Performance Improvements

Each quantum repeater requires four dual-rail quantum memories to allow

enough buffer time for the synchronization of two entanglement sources. Through-

out these years we have built four single-photon-level qubit memories opera-

tional systems (two stationary and two portable modules). These memories

will be the foundation of a first table-top quantum repeater prototype. In

order to attain the performance thresholds required for quantum repeater op-

eration, we have identified key areas of further development: a) millisecond

storage times, b) heralded operation and c) fast-duty-cycle operation.

The lifetime of the ground-state spin coherence is a crucial physical parameter

that determines the achievable storage time [177]. One approach to increase

this lifetime is the addition of a buffer gas with a low collisional depolariza-

tion cross-section (N2, He). As we showed in section 2.4.2, we have already

achieved storage times of ∼ 50 µs at the few-photon-level by exploring different

buffer gas pressures; we foresee increasing this to hundreds of micro-seconds by

addressing cleaner lambda configurations in the atomic vapor. Additionally,

adding anti-relaxation coatings to the interior cell walls will bring the storage

times to ∼ 1 ms [152].
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Heralding a single-photon-generated spin wave increases the chances of per-

forming entanglement swapping despite having non-unitary storage efficien-

cies. It is possible to herald our quantum memories by combining the qubit

detection capabilities of our current setups together with homodyne state to-

mography of a heralding field [27, 168]. This approach is based upon our recent

results presented in section 6.1. We envision to use the change in the quadra-

ture and phase of a heralding field caused by the presence of a stored photon

as a heralding event (see Fig. 6.1). The time tag of this measurement can be

used to post-select the successful retrieval of the stored photon. We plan to

develop the tools to analyse the quadrature changes in a real-time, in a shot-by-

shot fashion. Not only is this scheme novel but its application for a quantum

repeater will address the outstanding remaining challenge of improving the

effective entanglement generation-rate after the memories [178, 179, 180].

Finally, increasing the duty cycle of our room-temperature devices relies upon

increasing the speed (bandwidth) of the memory and decreasing the initial

qubit pulse duration. This can be achieved by transferring the atomic config-

uration from on-resonance EIT to a high-bandwidth (∼ 1 GHz) off-resonant

Raman type. Within these settings it is possible to store ns-long pulses with

repetition rates of ∼100MHz [182, 181, 183, 184, 185].

6.2.2 Technological Milestones

Using the optimized table-top quantum memories and entanglement sources,

our lab should be able to explore the interconnection of many devices. In doing
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so they will create elementary quantum networks aiming to tailor the func-

tionalities required for quantum repeater operation. It is better to continue

these experiments by operating at Rb wavelengths and finally incorporate the

frequency converters to achieve operation at telecom wavelengths.

The next step is to intergrate an entanglement source into an experiment

where each photon of the entangled pair is stored in an independent quantum

memory. The preservation of entanglement will be tested after synchronizing

the retrieval of the photons from the two memories and verifying their non-

classical correlations [186, 187, 188, 189].

Another Milestone to achieve is to expand the experiments performed in

Chapter 4 to a quantum network of four quantum memories in a quantum re-

peater node configuration. The first experiment sould oversee the realization

of entanglement-assisted MDI-QKD by storing entanglement in two memories

and random streams of qubits in the remaining two memories [190, 191]. This

should be followed by experiments in which two EPR pairs are stored in two

pairs of quantum memories. Successful storage and retrieval of the two entan-

gled states will allow preliminary experiments on entanglement swapping.

Developing these networks will allow the group to understand the scaling

laws of quantum networks and the main parameters involved in defining an op-

timal long-distant quantum communication channel. Developing scaling laws

of communication in quantum networks requires to define what are the limit-

ing factors in scaling these networks and how to formulate them. For instance,
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it should be possible to experimentally verify that in quantum networks, the

network capacity will be a function of the number of quantum memories each

node has. Additionally, the quantum channel deteriorates as the flying time

of the photons within the channel becomes longer than the available storage

time at each amplification node.

Given the developments in the quantum network systems outlined above,

the remaining technological milestone to achieve full network functionality is

the creation of highly non-linear atomic systems in which photons retrieved

on-demand from the quantum memories are made to interact, in order to cre-

ate entangling operations. Provided our capability to create nonlinear systems

in rubidium vapor (see section 6.1), the current experiments can be pushed

to also include photon-photon operation. The key aspect of these new ex-

periments will be the creation of double-lambda systems in which two single-

photon-level fields can be made to cross-talk. The goal should be to maximize

the phase shift at the single-photon level. Such a quantum repeater optical

network presents a natural testbed for realizing multi-photon entangled states

(GHZ states) by replacing the BSM station with an entangling quantum gate.

Figure 6.4 shows the vision for a hybrid quantum network that combines all

elements that the QIT lab is in the process of building and/or optimizing,

including table-top entanglement generation, integrated frequency conversion

units, portable quantum memories and a quantum gate for entangling opera-

tions.

The main advantage of developing these quantum repeater nodes is the fact
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Figure 6.4: A hybrid network for the generation of multi-photon GHZ states. The
network includes Rb-tuned entanglement sources, integrated frequency conversion units,
portable quantum memories and an entangling gate.

that these nodes are based on the same platform as our quantum simulation

and phase-phase modulation devices. Commercial quantum repeater nodes

will not only allow the realization of a nationwide quantum-secured network

but also provide the infrastructure needed for creating a neural network of

quantum processing units that are already chained to each other to be used

as a global quantum computer.
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